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Chapter 1
Number theoretic aspects of regular sequences

Michael Coons and Lukas Spiegelhofer

Abstract We present a survey of results concerning regular sequences and related
objects. Regular sequences were defined in the early 90s by Allouche and Shallit
as a combinatorially, algebraically, and analytically interesting generalisation of au-
tomatic sequences. In this chapter, after an historical introduction, we follow the
development from automatic sequences to regular sequences, and their associated
generating functions, to Mahler functions. We then examine size and growth prop-
erties of regular sequences. The last half of the chapter focuses on the algebraic,
analytic and Diophantine properties of Mahler functions. In particular, we survey
the rational-transcendental dichotomies of Mahler functions, due to Bézivin, and of
regular numbers, due to Bell, Bugeaud and Coons.

1.1 Introduction

The concept of ‘number’ is central to mathematics and paramount to number the-
ory. From the mathematical standpoint, one of the most important ways to view and
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treat numbers is algebraically, that is, to consider the integers as the ring Z under
the operations addition and multiplication and the rationals Q as the field of frac-
tions of Z. Of course, from there interest is extended to the algebraic numbers, the
field Q of numbers, which are zeroes of polynomials with integer coefficients. The
study of algebraic numbers and their properties is a continual fount of results and
questions that for centuries has provided the foundational structures of mathematics
and will—beyond doubt—form a significant part of these foundations for centuries
to come.

The numbers of the preceding paragraph are abstract and in that sense do not
really need to be represented. Yet, when one wishes to give an example of an integer,
say 2 or 10 or 1729, one must write something down; if you wish to use only tick
marks, treating the example 1729 will require large amounts of both time and space.
Thus we have adopted the base system, with base 10—the number of fingers the
average human has—as the most popular base for humans. The concept of ‘base-
expansion’ is inseparable from modern computation and is fundamental to computer
science. The use and importance of base expansions (predominantly binary) has
become even more important with the advent of digital computers.

For those of us with interests at the interface of mathematics and theoretical com-
puter science, the characterisation of relationships between the algebraic viewpoint
and the base-expansion viewpoint is an extremely important and interesting area
of research. Two specific questions stand out here and form the backdrop of our
chapter.

1.1.1 Two important questions

The first is an old question of Borel [15] concerning the probabilistic properties
(probabilités dénombrables) of base expansions of real algebraic numbers.

Question 1.1 (Borel, 1909). Is the base expansion of an irrational algebraic real
number normal?

Recall that a real number x is called simply normal to the base k (or k-simply normal)
if each of 0,1, . . . ,k− 1 occurs in the base-k expansion of x with equal frequency
1/k. This number x is then called normal to the base k (or k-normal) provided it is
km-simply normal for all positive integers m, and the number x is just called normal
if this is true for all integers k > 2.

While Borel’s question is asked from the standpoint of probability, Hartmanis
and Stearns [31] were interested in the—at least morally related—question of com-
putability. To state their question, we remind the reader that a real number x is com-
putable in real time provided there is a multitape Turing machine that can compute
the first n bits of x in time O(n).

Question 1.2 (Hartmanis and Stearns, 1965). Do there exist irrational algebraic real
numbers which are computable in real time?
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Presumably, the answers to these questions are ‘yes’ and ‘no,’ respectively,
though we stress here that our presumption is extremely presumptive. These pre-
sumptive answers reflect the well-observed notion that algebraic manipulations tend
to do strange things to base expansions. In fact, compared to what is expected, very
little is known about the digital properties of real algebraic numbers. For those in-
terested, Bugeaud’s recent work [17] provides a comprehensive exposition.

While Questions 1.1 and 1.2 are posed to study the digital properties of real
algebraic numbers, in this chapter, we concern ourselves with a flipped version of
these questions: what are the number theoretic properties of real numbers whose
expansions are highly structured?

Real numbers with eventually periodic base expansions are the simplest numbers
and sequences one can consider in our context. These numbers are not normal, are
computable, and of course are algebraic—they are the zeroes of linear polynomi-
als. This perceived exception to Questions 1.1 and 1.2 is why the word ‘irrational’
appears in these questions. Indeed, the rational numbers are in many ways funda-
mentally different from the irrational algebraic numbers. For examples, see Dirich-
let’s approximation theorem and Roth’s theorem [51] on the irrationality exponent
of algebraic numbers. The digital properties of rational numbers have been almost
completely classified (up to some deep questions about the orbits of primitive roots).

From a computational point of view, the next step is to consider real numbers
whose base-k expansion is k-automatic1 for some integer k > 2. This is where things
become extremely interesting. In fact, here the base starts to matter. Recall that if a
number is rational, then its base expansion is eventually periodic in every base. This
is not true for numbers that are k-automatic for some integer k > 2. Cobham [20]
showed that if a real number is both k-automatic and l-automatic for two integers k
and l that are multiplicatively independent2, then that real number is rational.

This difference from rationals continues with the complexity of base expansions.
For a rational written in base k, the number of strings of digits of length n that occur
in the expansion is bounded by a constant, while for a k-automatic real number, the
number of strings can increase with n. But not too fast; this number is O(n), and so
an automatic number is not normal since a normal number must have all kn possible
strings occur.

For Borel’s question it may seem hopeful to then wonder if the set of automatic
numbers contains an irrational algebraic number, but the negative answer to this
question, which became known somewhat as the Cobham–Loxton–van der Poorten
Conjecture, was settled3 by Adamczewski and Bugeaud in 2007 [2].

Theorem 1.3 (Adamczewski and Bugeaud). The base expansion of an irrational
real algebraic number cannot be output by a finite automaton.

1 For a detailed account of automatic sequences, see the monograph of Allouche and Shallit [5].
2 Two integers k and l are multiplicatively independent provided logk/ log l is irrational.
3 This result is inherent in the work of Cobham. In the 1980s Loxton and van der Poorten [38]
claimed to have proved that an automatic number is either rational or transcendental, but a few
unresolvable flaws were found in their argument. This is why their name is associated with the
conjecture.
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1.1.2 Three (or four) hierarchies in one

According to Loxton [37], “the result about the decimal expansion of algebraic irra-
tionals and finite automata suggests an alternative theoretical approach to random-
ness. We can try to assign a measure of computational complexity to a sequence by
means of the following hierarchy:

(L0) [eventually] periodic sequences,
(L1) [. . .] sequences generated by finite automata,
(L2) sequences generated by automata with one push-down store,
(L3) sequences generated by non-deterministic automata

with one push-down store, and
(L4) sequences generated by Turing machines.

Essentially, the n-th term of an [automatic] sequence is computed from the input n
without any memory of earlier terms. A push-down store allows an arbitrary number
of terms of the sequence to be stored and recalled later, the first one in being the last
one out. Two push-down stores are equivalent to the doubly infinite tape of a Turing
machine, which explains why the classification stops as it does. A random sequence
is now one which cannot be generated by any machine less powerful than a Turing
machine.”

The well-informed reader will recognise Loxton’s hierarchy as a subset of the
Chomsky–Schützenberger hierarchy of formal languages. This type of language-
theoretical hierarchy, while classical and certainly of interest, lacks the mathemat-
ical structure to delve into such arithmetic questions that we will address here—
especially at the higher levels of the hierarchy.

We present here a more natural hierarchy for such questions based on the work
of Mahler and the generalisation of automatic sequences presented by Allouche and
Shallit. This hierarchy will be one of sequences, numbers, and functions simultane-
ously. From the standpoint of integer sequences, the Mahler hierarchy is as follows:

(M0) eventually periodic sequences,
(M1) automatic sequences,
(M2) regular sequences,
(M3) coefficient sequences of Mahler functions, and
(M4) integer sequences4.

Levels (M0) and (M1) are taken from Loxton’s hierarchy. Regular sequences were
introduced in 1992 by Allouche and Shallit [4]. Following their treatment5, let C

4 We make no comment on the randomness properties of integer sequences, but will be content
with their generality as is.
5 Allouche and Shallit gave a more general treatment for sequences taking values in Noetherian
rings. In our applications, the most important settings are those of the integers and complex num-
bers, depending on the type of result presented. For our purposes, for results on sequences and
numbers, the integers will be the standard setting, and for results on power series those with com-
plex coefficients will be the most important.
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denote the field of complex numbers and define the k-kernel of f : Z>0→ C as the
set

Kerk( f ) :=
{
{ f (k`n+ r)}n>0 : `> 0,0 6 r < k`

}
. (1.1)

Definition 1.4 (Allouche and Shallit). Let k > 1 be an integer. A sequence f taking
values in C is called k-regular provided the C-vector space 〈Kerk( f )〉C spanned by
Kerk( f ) is finite dimensional over C.

Allouche and Shallit introduced regular sequences a direct generalisation of au-
tomatic sequences based on the k-kernel. Their generalisation rests on a result of
Cobham [21], who showed the following.

Theorem 1.5 (Cobham). A sequence f is k-automatic if and only if Kerk( f ) is
finite.

While the notion of k-regularity is certainly worth studying in its own right, it be-
comes much more important when viewed as a bridge between the areas of theo-
retical computer science and number theory. As Allouche and Shallit showed, this
notion is a direct extension of that of automatic sequences. Moreover, it is an exten-
sion that is algebraically, analytically, and arithmetically interesting and important.

The algebraic properties start with a correspondence between regular sequences
and finite sets of matrices. Indeed, Allouche and Shallit [4, Lemma 4.1] showed that
for a Noetherian ring R, an R-valued sequence f is k-regular if and only if there
exist a positive integer d, a finite set of matrices A f = {A0, . . . ,Ak−1} ⊆ Rd×d , and
vectors v,w ∈ Rd such that

f (n) = wT Ai0 · · ·Ais v, (1.2)

where (n)k = is · · · i0 is the base-k expansion of n.
The analytic importance comes via a result of Becker [7] relating regular se-

quences to Mahler functions. Recall the following definition; see the works of
Mahler [39, 40, 41, 42].

Definition 1.6. A power series F(z) ∈ C[[z]] is k-Mahler for an integer k > 2
provided there is an integer d > 1 and polynomials a0(z), . . . ,ad(z) ∈ C[z] with
a0(z)ad(z) 6= 0 such that

a0(z)F(z)+a1(z)F(zk)+ · · ·+ad(z)F(zkd
) = 0. (1.3)

The minimal such d is called the degree of the Mahler function.

The above-mentioned result of Becker states that if { f (n)}n>0 is a k-regular se-
quence, then the generating function F(z) = ∑n>0 f (n)zn is a k-Mahler function.
This established that those sequences in level (M3) contain those in (M2).

The arithmetic interest and importance of k-regular sequences are precisely the
content of this chapter. We will present properties and results to this effect in the
context of the Mahler hierarchy. It is important to note that while the Mahler hierar-
chy is stated in terms of sequences, it can be stated in term of numbers and functions
as well.
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Definition 1.7. If a sequence { f (n)}n>0 is k-automatic (resp. k-regular), then we
call the generating function F(z) = ∑n>0 f (n)zn k-automatic (resp. k-regular) as
well, and refer to F(z) as a k-automatic function (resp. a k-regular function).

In this way the levels (M1)–(M4) of the Mahler hierarchy can be translated to a
hierarchy of functions as

(M1) automatic functions,
(M2) regular functions,
(M3) Mahler functions, and
(M4) general power series.

The ‘number’ version of the hierarchy is stated mutatis mutandis using the following
definition.

Definition 1.8. Let k > 2 and b > 2 be integers. If F(z) is a k-automatic function
(resp. k-regular or k-Mahler), then we call the special value F(1/b) a k-automatic
number (resp. k-regular or k-Mahler).

Note that our notion of k-automatic number is more general than the traditional
definitions; we call something an automatic number if it is the special value of and
automatic function. In most of the literature a real number is called k-automatic if its
base-k expansion can be produced by an automaton. This is not the case for all of the
numbers in our class. For example, the number ∑n>0 3−2n

is 2-automatic under our
definition, though its base-2 expansion is not 2-automatic. Being able to treat such
numbers is just one example of the strength and generality of using the framework
of the Mahler hierarchy.

1.2 From automatic to regular to Mahler

In this section, we describe automatic and regular sequences based on their k-kernel
and develop their properties as coefficient sequences of Mahler functions. We first
recall the definitions from the context of the k-kernel with a little more generality
than the previous section, then we give many simple properties and provide some
examples.

We take Cobham’s result (Theorem 1.5) as our definition of automaticity.

Notation 1.9 Unless otherwise specified, a sequence f will be one that takes values
in a commutative ring R, which when necessary to avoid complication will be taken
as a subring of the complex numbers.

Definition 1.10. A sequence f is k-automatic if and only if Kerk( f ) is finite.

Example 1.11. The canonical example of an automatic sequence is the Thue–Morse
sequence. The Thue–Morse sequence {t(n)}n>0 over the alphabet {−1,1} is given
by t(n) := (−1)s(n) where s(n) is the number of 1s in the binary expansion of the
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number n. Using this definition, it is immediate that the sequence {t(n)}n>0 is 2–
automatic. That is, there is a deterministic finite automaton that takes the binary
expansion of n as input and outputs the value t(n); see Figure 1.1.

0 1

0 01

1

Fig. 1.1 The 2-automaton that produces the Thue–Morse sequence.

To show that t is 2-automatic using the Cobham-inspired definition based on the
k-kernel, it is enough to note that t(2n) = t(n) and t(2n+1) =−t(n), so that Ker2(t)
has only two elements; namely, the sequences t(n) and −t(n).

As stated by Allouche in Shallit in their foundational paper [4], “unfortunately,
the range of automatic sequences is necessarily finite, and this restricts their descrip-
tive power.”

Definition 1.12. The sequence f taking values in a ring R is k-regular provided the
k-kernel of f is contained in a finitely generated R-module.

Example 1.13. Let {s(n)}n>0 be Stern’s diatomic sequence, which is determined by
the relations s(0) = 0, s(1) = 1, and for n > 0, by

s(2n) = s(n), and s(2n+1) = s(n)+ s(n+1).

These recursions immediately imply that the 2-kernel of s is contained in the Z-
module generated by {s(n)}n>0 and {s(n+1)}n>0, so that s is 2-regular. Note that s
takes infinitely many values as well—s(2n+1)= n+1—so that s is not 2-automatic.

The definition of k-regularity implies that there are a finite number of sequences
f1, . . . , fd such that each element of the k-kernel of f is an R-linear combination
of f1, . . . , fd . This finite number of sequences can be taken in many ways, though
two of these ways stand out. The first is to use an R-module basis for the R-module
generated by the k-kernel of f . This is useful for proving results where minimality or
irreducibility is important. The second is to take a spanning set directly from the k-
kernel itself. This set is useful for more combinatorial results since it provides useful
and usable recurrences, especially for manipulating sums. We record this result in
the following lemma, the proof of which can be found in [4], though it is a worthy
(and easy) exercise for the reader wishing to sharpen their teeth a bit on these ideas.

Lemma 1.14 (Allouche and Shallit). The following are equivalent:

(a) f is k-regular,
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(b) the R-module generated by Kerk( f ) is generated by a finite number of elements
of Kerk( f ),

(c) there exists an integer E such that for all e j > E, each subsequence f (ke j n+a j)
with 0 6 a j < ke j can be expressed as an R-linear combination

f (ke j n+a j) = ∑
i

ci j f (khi j n+bi j),

where hi j 6 E and 0 6 bi j < khi j ,
(d) there exist an integer d and d sequences f = f1, . . . , fd such that for 1 6 i 6 d

the k sequences fi(kn+a), 0 6 a < k, are R-linear combinations of the fi,
(e) there exist an integer d, d sequences f = f1, . . . , fd and k matrices A0, . . . ,Ak−1 ∈

Rd×d such that if v(n) = [ f1, . . . , fd ]
T , then v(kn+a) = Aav(n) for 0 6 a < k.

One of the most fundamental and important characterisations of k-regular se-
quence is their matrix formulation [4, Lemma 4.1].

Lemma 1.15 (Allouche and Shallit). A sequence f is k-regular if and only if there
exist a positive integer d, a finite set of matrices A f = {A0, . . . ,Ak−1} ⊆ Rd×d , and
vectors v,w ∈ Rd such that

f (n) = wT Ai0 · · ·Ais v, (1.4)

where (n)k = is · · · i0 is the base-k expansion of n.

Proof. We prove only the right-hand implication; the other is left as an exercise for
the reader.

Suppose that f is k-regular and (n)k = is · · · i0 is the base-k expansion of n. By
Lemma 1.14(e), there exist an integer d, d sequences f = f1, . . . , fd and k matrices
A0, . . . ,Ak−1 ∈ Rd×d such that if v(n) = [ f1, . . . , fd ]

T , then v(kn+ a) = Aav(n) for
0 6 a < k. Since f = f1, setting v := v(0) and e1 := [1 0 · · · 0]T , we have that for
each n > 0 that

f (n) = eT
1 Ai0 · · ·Aisv.

Setting w := e1 gives the desired result. ut

Definition 1.16. Let f be a k-regular sequence taking values in the ring R. If A f =
{A0, . . . ,Ak−1} ⊆ Rd×d is a finite set of matrices and v,w ∈ Rd vectors such that

f (n) = wT Ai0 · · ·Ais v,

where (n)k = is · · · i0 is the base-k expansion of n, then we call the tuple (w,A f ,v)
the linear representation of f .

Example 1.17. As we saw in a previous example, the Stern sequence is 2-regular.
Using Lemma 1.14(e) and following the notation of Lemma 1.15, one can show that
the Stern sequence has linear representation(

[1 0],{A0,A1}=
{[

1 1
0 1

]
,

[
1 0
1 1

]}
, [1 0]

)
.
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We define the convolution of two sequences f and g by

f ?g(n) := ∑
i+ j=n

f (i)g( j).

The following result, which provides for the algebraic structure of the set of k-
regular sequences, is due to Allouche and Shallit [4, Theorem 3.1 and Corollary 3.2],
though we offer here a slightly different proof.

Theorem 1.18 (Allouche and Shallit). The set of k-regular sequences forms a ring
under standard addition and convolution.

Proof. It is clear that the set of k-regular sequences forms a group under addition.
To see that the set is closed under convolution, let f and g be two k-regular se-

quences, whose k-kernels are contained in the R-modules generated by f1, f2, . . . , fd
and g1,g2, . . . ,ge, respectively. To prove the theorem it is enough to show that the
k-kernel of f ?g is contained in the R-module

C :=
〈{
{( fi ?g j)(n)}n>0 : 1 6 i 6 d,1 6 j 6 e}

}〉
R .

To see this, suppose that c ∈ Kerk( f ?g) and that ` > 0 and r (0 6 r < k`) are such
that c(n) = ( f ? g)(k`n+ r) for all n > 0. Then there are α1, . . . ,αd ,β1, . . . ,βe ∈ R
such that

f (k`n+ r) =
d

∑
i=0

αi fi(n) and g(k`n+ r) =
e

∑
j=0

β jg j(n).

Now

c(n) = ( f ?g)(k`n+ r) =
n

∑
a=0

f (k`a+ r)g(k`(n−a)+ r)

=
n

∑
a=0

d

∑
i=0

αi fi(a)
e

∑
j=0

β jg j(n−a)

=
d

∑
i=0

e

∑
j=0

αiβ j

n

∑
a=0

fi(a)g j(n−a)

=
d

∑
i=0

e

∑
j=0

αiβ j( fi ?g j)(n) (1.5)

is an element of C, which proves the theorem. ut

Equality (1.5) essentially gives a description of the matrix representation of
the k-regular convolution f ? g, but working this out can in practice be extremely
complicated—the bookkeeping involved is nothing short of a nightmare. From the
number-theoretic perspective, the most useful special case of convolution is 1 ? f ,
which is the sequence of partial sums of f . Fortunately, in this case the details are
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not so unfriendly. The following result is due to Dumas [27, Lemma 1], which we
reproduce here with a few fixed typos.

Proposition 1.19 (Dumas). Let f be a k-regular sequence, with matrix presentation
as in (1.4). Then the sequence g(m) = (1? f )(m) = ∑16n6m f (n) is k-regular and

g(m) = xT Gis · · ·Gi0y,

where (m)k = is . . . i0, xT := [01×d wT ], yT := [vT 01×d ] and for b ∈ {0, . . . ,k−1},

Gb :=
[

B0 0
B0−Bb+1−A0 Id×d

]
,

where Bb := ∑
k−1
`=b A` for b = 0, . . . ,k−1 and Bk := 0.

Proof. Let m > 1 be an integer with (m)k = brbr−1 · · ·b0, and write g(m) :=
∑16n6m f (n). It is quite clear that

g(m) = xT

(
∑

16n6m
A(n)k

)
v = xT

 ∑
06i6r

(
∑

16 j6bi

A j

)
∑
|w|6i

w∈{0,...,k−1}∗

Aw

v, (1.6)

where we use that convention that if bi = 0, then ∑16 j6bi A j = 0, and when i = 0
that ∑|w|6i,w∈{0,...,k−1}∗Aw = Id×d .

Now, in the notation presented in the statement of the proposition, it is quite clear
that

Bi
0 = ∑

|w|6i
w∈{0,...,k−1}∗

Aw,

where our above convention is preserved since we understand B0
0 = Id×d . Also, we

note that
B0−Bbi+1−A0 = ∑

16 j6bi

A j,

where again our above convention is preserved since for bi = 0, we have B0−B1−
A0 = 0.

With this information of the preceding paragraph, we interpret the equality (1.6)
as

g(m) = xT

(
∑

06i6r

(
B0−Bbi+1−A0

)
Bi

0

)
v. (1.7)

But this is exactly the output of the matrix representation for g(m) as described in
the statement of the proposition. ut

The importance of the ring structure under addition and convolution begins with
the following immediate corollary of Theorem 1.18.
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Corollary 1.20 (Allouche and Shallit). The set of k-regular functions forms a ring
under standard addition and multiplication.

This importance continues with the relationship to Mahler functions as provided
by Becker [7]. Following Becker, we require the following definition and lemma
regarding the Cartier operators.

Definition 1.21. Given a positive integer k > 2, we define the Cartier operators
Λ0, . . . ,Λk−1 : C[[z]]→ C[[z]] by

Λi

(
∑
n>0

c(n)zn

)
= ∑

n>0
c(kn+ i)zn,

for i = 0, . . . ,k−1.

Lemma 1.22. Let F(z),G(z) ∈ C[[z]]. For i = 0, . . . ,k−1 we have

(a) Λi(F(zk)G(z)) = F(z)Λi(G(z)), and
(b) F(z) = ∑

k−1
i=0 ziΛi(F)(zk),

where Λi(F)(zk) is understood as Λi(F(z)) evaluated at zk, so that if F(z) =
∑n>0 f (n)zn, then Λi(F)(zk) = ∑n>0 f (kn+ i)zkn.

Proof. This is left as an exercise. ut

Theorem 1.23 (Becker). A k-regular function is a k-Mahler function.

Proof. For convenience, we will assume that the k-regular function takes values in
the complex numbers. This proof can be easily modified to give a result for any
Noetherian ring R provided you work with the field of fractions of R.

Let f = f1, . . . , fd be a basis for the C-vector space spanned by the k-kernel of f
and set Fi(z) := ∑n>0 fi(n)zn. Further, define the C(z)-vector space V by

V := 〈{Fi(z) : i = 1, . . . ,d}〉C(z),

so that the set {Fi(z) : i = 1, . . . ,d} is a basis for V , and define the operator

Φ : V → C((z))

by Φ(G(z)) = G(zk). We claim that V = Φ(V ).
To show that V ⊂Φ(V ) we note that for each i = 1, . . . ,d

Fi(x) =
k−1

∑
j=0

∑
n>0

fi(kn+ j)(xk)nx j,

and since each { fi(kn+ j)}n>0 is in the k-kernel of f it is a C-linear combination of
the basis sequences f1, . . . , fd . Thus we may write
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Fi(x) =
d

∑
j=1

pi, j(x)Fj(xk) (1.8)

where for each i, j we have pi, j(x) ∈ C[x] and deg pi, j(x)6 k−1. But since {Fi(z) :
i = 1, . . . ,d} is a basis for V , we thus have that {Fi(zk) : i = 1, . . . ,d} spans Φ(V ),
and so the relationship in (1.8) shows that V ⊂Φ(V ).

For the other inclusion, we set F(x) := [F1(x), . . . ,Fd(x)]T and note that (1.8)
gives

F(x) = A(x)F(xk), (1.9)

where A(x) = (pi, j(x))16i, j6d ∈C[x]d×d . Also, since {Fi(z) : i = 1, . . . ,d} is a basis
for V , the matrix A(z) is nonsingular; if this were not the case, there would be a vec-
tor v(z)∈C(z)d such that v(z)A(z) = 0 so that by (1.9) we would have v(z)F(z) = 0,
contradicting that the coordinates of F(z) are C(z)-linear independent—they form a
basis of V . Thus also

A(z)−1F(z) = F(zk),

whence Φ(V )⊂V , showing that V = Φ(V ).
We note that the arguments of the previous two paragraphs also show that since

V has dimension d, F(z) ∈ V , and Φ(V ) ⊂ V , the d + 1 functions F(z),F(zk), . . . ,

F(zkd
) ∈ V are C(z)-linearly dependent, meaning there are polynomials a0(z), . . . ,

ad(z) ∈ C[z] such that
d

∑
i=0

ai(z)F(zki
) = 0. (1.10)

Of course, to prove the theorem, we must show that one has such a relationship with
a0(z) 6= 0.

Indeed, as Becker points out [7, p. 273], if one has a functional equation (1.10)
with a j(z) 6= 0 with j > 0 minimal, then we can just ‘shift’ it down to one smaller
j by applying one of the Cartier operators, since from Lemma 1.22(a) we have for
a = 0, . . . ,k−1 that

0 = Λa

(
d

∑
i= j

ai(z)F(zki
)

)
=

d

∑
i= j

Λa (ai(z))F(zki−1
),

where we are guaranteed from Lemma 1.22(b) that for at least one a = 0, . . . ,k−1
the polynomial Λa(a j(z)) is nonzero. ut

This argument can be adjusted to prove the following stronger form of Becker’s
theorem, and so we state it here as a corollary.

Corollary 1.24. If R is a Noetherian ring and F(z) ∈ R[[z]] is k-regular for an in-
teger k > 2, then there is an integer d > 1 and polynomials a0(z), . . . ,ad(z) ∈ R[z]
with a0(z)ad(z) 6= 0 such that

a0(z)F(z)+a1(z)F(zk)+ · · ·+ad(z)F(zkd
) = 0.
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That is F(z) is k-Mahler satisfying a Mahler functional equation with coefficients in
the ring R[z].

The most important case in the above corollary is the case of R = Z.

Example 1.25. Let s again denote the Stern sequence and set S(z) := ∑n>0 s(n)zn.
Using the definition of s, we have

zS(z) = z ∑
n>0

s(2n)z2n + z ∑
n>0

s(2n+1)z2n+1

= z ∑
n>0

s(n)z2n + ∑
n>0

s(n)z2n+2 + ∑
n>0

s(n+1)z2n+2

= zS(z2)+ z2S(z2)+ ∑
n>0

s(n)z2n

= S(z2)
(
1+ z+ z2) ,

which gives that the generating function S(z) satisfies the 2-Mahler equation

zS(z)− (z2 + z+1)S(z2) = 0.

1.2.1 Some comparisons between regular and Mahler functions

Becker’s result, Theorem 1.23 above, shows that every regular function is a Mahler
function. The converse of Becker’s result is not true, which we can show as a con-
sequence of the following result.

Proposition 1.26. The sequence {an}n>0 is k-regular if and only if a = 0 or a is a
root of unity.

Proof. One direction is simple, since if a = 0 or a root of unity, the sequence of
powers is periodic, and hence k-regular.

For the other direction, assume {an}n>0 is k-regular. Then there exist an integer
r and integers λ0, . . . ,λr−1, not all zero, such that

r

∑
j=0

λ jak jn = 0.

Now we use the Vandermonde determinant identity, which states that

det


1 b0 b2

0 · · · bm
0

1 b1 b2
1 · · · bm

1
...

...
...

. . .
...

1 bm b2
m · · · bm

m

= ∏
06i< j6m

(b j−bi).
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It follows that the sequences {bn
j}n>0 are linearly independent if and only if the

numbers b0,b1, . . . ,bm are distinct. Hence the numbers 1,ak,ak2
, . . . ,akr

are not all
distinct, and we must have ak j

= akl
for some j 6= l. Thus either a = 0 or a is a root

of unity. ut

Example 1.27. The function 1/(1−2z) is k-Mahler for every k, but is not k-regular
for any k. To see this, note that inside the disc of radius 1/2 centred at zero we have
that

F(z) :=
1

1−2z
= ∑

n>0
2nzn.

By Proposition 1.26, the sequence {2n}n>0 is not k-regular for any k. But it is quite
easy to check that F(z) = 1/(1−2z) satisfies the Mahler equation

(1−2z)F(z)− (1−2zk)F(zk) = 0,

for any k, so that F(z) is k-Mahler for each k.

In fact, Example 1.27 suggests the following result concerning the degree of
rational Mahler functions.

Proposition 1.28. If R(z) is a nonzero rational function, then it is a k-Mahler func-
tion of degree 1 for every positive integer k > 2.

Proof. Now write R(z) = p(z)/q(z) for nonzero polynomials p(z) and q(z). Then
R(z) satisfies the k-Mahler equation

p(zk)q(z)R(z)− p(z)q(zk)R(zk) = 0,

which is of degree 1. ut

While not all Mahler functions are regular functions, there are some describable
families. For example, Becker showed that if F(z) is k-Mahler and the coefficient
a0(z) of F(z) in the functional equation is a nonzero constant, then F(z) is k-regular.

Theorem 1.29 (Becker [7]). Let F(z) ∈ C[[z]] be a k-Mahler function satisfying

d

∑
i=0

ai(z)F(zki
) = 0,

where 0 6= a0(z) ∈ C and a1(z), . . . ,ad(z) ∈ C[z]. Then F(z) is k-regular.

Proof. Without loss of generality, we may assume that a0(z) = −1, since we may
just divide by the appropriate complex number if needed. Thus,

F(z) =
d

∑
i=1

ai(z)F(zki
). (1.11)
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Set H := max{degai(z) : i = 1, . . . ,d}, and let V be the C-vector space generated by
the functions

Gi j(z) := ziF(zk j
) (i = 0, . . . ,H; j = 0, . . . ,d).

For a = 0, . . . ,k−1 we have Λa(Gi j(z)) ∈V . To see this, note that if j = 1, . . . ,d,
then by Lemma 1.22(a) we have

Λa(ziF(zk j
)) = F(zk j−1

)Λa(zi) ∈V,

since Λa(zi) is a monomial (possibly a constant) of degree at most H. If j = 0, then
we use the functional equation (1.11) and Lemma 1.22(a) to obtain

Λa(ziF(z)) =
d

∑
`=1

Λa

(
zia`(z)F(zk`)

)
=

d

∑
`=1

Λa
(
zia`(z)

)
F(zk`−1

).

Since for each combination of i and `, degzia`(z)6 2H, we have degΛa(zia`(z))6
2H/k 6 H, so that Λa(ziF(z)) ∈V .

Since Λa(V )⊂V for each a= 0, . . . ,k−1, we have that V is mapped into itself for
any element in the semigroup Λ := 〈{Λ0, . . . ,Λk−1}〉. Since V is finite-dimensional
and F(z) ∈V , we have that the set Λ(F(z)) (the semigroup Λ evaluated at F(z) for
each element) generates a finite-dimensional C-vector space. But, using the defini-
tions of regularity and the Cartier operators, this is possible if and only if F(z) is
k-regular. ut

Theorem 1.29 is a simplified version of the following result of Dumas, which
we will use in the proof of Theorem 1.32. Its proof can be attained by an argument
almost identical to the proof of Theorem 1.29; for details see Dumas’s Thesis [26,
Theorem 24].

Theorem 1.30 (Dumas). Let F(z) ∈ C[[z]] be a power series satisfying

d

∑
i=0

ai(z)F(zki
) = E(z),

where 0 6= a0(z) ∈ C, a1(z), . . . ,ad(z) ∈ C[z], and E(z) is k-regular. Then F(z) is
k-regular.

Sometimes functions satisfying a Mahler functional equation with a0(z) = 1 are
called k-Becker; for example, see Adamczewski and Bell [1]. Becker conjectured
that a result very similar to Theorem 1.29 holds for all regular functions.

Conjecture 1.31 (Becker). If F(z) is a k-regular function, then there exists a k-
regular rational function r(z) such that the function F(z)/r(z) satisfies a Mahler
functional equation with a0(z) = 1.

Theorem 1.32 (Structure Theorem, Dumas [26]). A k-Mahler function is the quo-
tient of a series and an infinite product which are k-regular. That is, if F(z) is the
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solution of the Mahler functional equation

a0(z)F(z)+a1(z)F(zk)+ · · ·+ad(z)F(zkd
) = 0,

where a0(z)ad(z) 6= 0, the ai(z) are polynomials, then there exists a k-regular series
H(z) such that

F(z) =
H(z)

∏ j>0 Γ (zk j
)
,

where a0(z) = ρzδ Γ (z), with ρ 6= 0 and Γ (0) = 1.

Proof. Suppose that F(z) = ∑n>0 f (n)zn satisfies

a0(z)F(z)+a1(z)F(zk)+ · · ·+ad(z)F(zkd
) = 0,

where a0(z)ad(z) 6= 0, the ai(z) are polynomials and for each i= 0, . . . ,d let δi be the
order of ai(z) at z = 0, where we let δi = 0 if ai(z) = 0, and define the polynomials
bi(z) by ai(z) = zδibi(z). Further, let

D := max
{

δ0,

⌊
kδ0−δ1

k−1

⌋
,

⌊
k2δ0−δ2

k2−1

⌋
, . . . ,

⌊
kdδ0−δd

kd−1

⌋}
,

and define the polynomial

p(z) :=
D−δ0

∑
n=0

f (n)zn,

so that there is a power series FD(z) such that

F(z) = p(z)+ zD−δ0+1FD(z). (1.12)

Combining this with the Mahler functional equation and separating the i = 0 term,
we have

zD+1b0(z)FD(z) =−
d

∑
i=0

ai(z)p(zki
)−

d

∑
i=0

zλibi(z)FD(zki
), (1.13)

where
λi = δi + ki(D−δ0 +1).

We claim that λi > D+ 1 for each i = 1, . . . ,d. To see this, note that for each
i = 0, . . . ,d we have

D >

⌊
kiδ0−δi

ki−1

⌋
>

kiδ0−δi

ki−1
+

1
ki−1

−1,

which gives the desired lower bound on λi after some rearrangement.
Since each λi > D+ 1 and the lefthand side of (1.13) is divisible by zD+1, we

have that the polynomial ∑
d
i=0 ai(z)p(zki

) is also divisible by zD+1, so we may write
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d

∑
i=0

ai(z)p(zki
) = zD+1E(z)

for some polynomial E(z). Thus we have that

b0(z)FD(z) =−E(z)−
d

∑
i=0

zλi−(D+1)bi(z)FD(zki
). (1.14)

Now let ρ be the nonzero number such that

a0(z) = zδ0b0(z) = ρzδ0Γ (z),

with Γ (0) = 1, and set
G(z) := FD(z)∏

j>0
Γ (zk j

).

Thus we may write (1.14) as

G(z) =−ρ
−1E(z)∏

j>1
Γ (zk j

)−ρ
−1

d

∑
i=0

zλi−(D+1)

(
bi(z)

i

∏
j=0

Γ (zk j
)

)
G(zki

). (1.15)

The infinite product P(z) := ∏ j>0 Γ (zk j
) is k-regular by Theorem 1.29 since it

satisfies the Mahler functional equation

P(z)−Γ (z)P(zk) = 0.

Combining this with Theorem 1.30, (1.15) gives that G(z) is k-regular.
Using the definition of G(z) and (1.12) we have

F(z) = p(z)+ zD−δ0+1 G(z)

∏ j>0 Γ (zk j
)
.

Setting H(z) := p(z)∏ j>0 Γ (zk j
) + zD−δ0+1G(z), we have both that H(z) is k-

regular, since the set of k-regular functions form a ring, and also that

F(z) =
H(z)

∏ j>0 Γ (zk j
)
,

which is the desired result. ut

1.3 Size and growth

The range of automatic sequences is finite, so questions of size and growth concern-
ing automatic sequences are typically uninteresting. Regular sequences can take an



20 Michael Coons and Lukas Spiegelhofer

infinite number of values. Three immediate questions that arise are: 1) how slow can
can an unbounded regular sequence grow?; 2) are there good upper bounds for such
sequences?; and, 3) what is the maximum possible growth?

1.3.1 Lower bounds

When considering the question of the growth of a regular sequence, from the lower
bound perspective, it is worth noting that any such result will be an ‘infinitely often’
result at best. For example, there are regular sequences that are unbounded, yet take
the value 1 infinitely. The Stern sequence s is a great witness to this property. As we
have stated previously, s(2n +1) = n+1, so that the Stern sequence is unbounded,
yet also, s(2n) = 1 for all n. Similar results hold for the valuation function νk(n),
which is the largest integer m such that km divides n; νk is clearly unbounded, and it
takes each nonnegative integer value an infinite number of times.

In 2014, an ‘infinitely often’ lower bound type result was given by Bell, Coons,
and Hare [10]. We present their result with proof here.

Theorem 1.33 (Bell, Coons, and Hare). Let k > 2. If f : N→ Z is an unbounded
k-regular sequence, then there exists c > 0 such that | f (n)|> c logn infinitely often.

Lemma 1.34. Let k > 2 be an integer, let A0, . . . ,Ak−1 be d× d integer matrices,
and let B be the semigroup generated by A0, . . . ,Ak−1. Then either B is finite or
there is some S ∈B and fixed vectors v and w ∈ Cd such that |wT Snv| > n for all
sufficiently large n.

Proof. Suppose that B is infinite. Then since B is finitely generated, a result of
McNaughton and Zalcstein [43] gives that there is some S in B such that the matri-
ces S,S2,S3, . . . are all distinct. Let p(x) be the characteristic polynomial of S. Then
p(x) is a monic integer polynomial. If p(x) has a root λ that is strictly greater than
1 in modulus, then S has an eigenvector v such that Sv = λv. Pick a nonzero vector
w such that wT v =C 6= 0. Then |wT Snv|= |C| · |λ |n > n for n sufficiently large.

If, on the other hand, all the roots of p(x) are at most 1 in modulus, then all non-
zero eigenvalues of S are algebraic integers with all conjugates having modulus 1,
hence they are roots of unity. Let Y be a matrix in GLd(C) such that T := Y−1SY
is in Jordan form, where we take Jordan blocks to be upper-triangular. Then each
Jordan block in T is of the form Ji(λ ) with λ either zero or a root of unity and i > 1.
Since S does not generate a finite subsemigroup of B, there is some root of unity
ω and some m > 1 such that T has a block of the form Jm(ω). We may assume,
without loss of generality, that Jm(ω) is the first block occurring in T. Then the
(1,2)-entry of Tn is nωn−1 and so |eT

1 Tne2|= n for every n. In particular, we have

|eT
1 Y−1SnYe2|> n

for every n. Taking wT = eT
1 Y−1 and v = Ye2 gives the result. ut
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Proof (of Theorem 1.33). Let k > 2 be an integer, and suppose that f : N→ Z is
an unbounded k-regular sequence. Given a word w = is · · · i0 ∈ {0, . . . ,k− 1}∗, as
stated previously, we let [w]k denote the natural number n = isks+ · · ·+ i1k+ i0. The
Z-submodule of all Z-valued sequences spanned by Kerk( f ) is a finitely generated
torsion free module and hence free of finite rank. Let

{
{g1(n)}n>0, . . . ,{gd(n)}n>0

}
be a Z-module basis for the Z-module spanned by Kerk( f ). Then for each i ∈
{0,1, . . . ,k− 1}, the functions g1(kn + i), . . . ,gd(kn + i) can be expressed as Z-
linear combinations of g1(n), . . . ,gd(n) and hence there are d× d integer matrices
A0, . . . ,Ak−1 such that

[g1(n), . . . ,gd(n)]Ai = [g1(kn+ i), . . . ,gd(kn+ i)]

for i = 0, . . . ,k−1 and all n > 0. In particular, if is · · · i0 is the base-k expansion of n,
then [g1(0), . . . ,gd(0)]Ais · · ·Ai0 = [g1(n), . . . ,gd(n)]. (We note that this holds even
if we pad the base-k expansion of n with zeros at the beginning.) We claim that the
Q-span of the vectors [g1(i), . . . ,gd(i)]T , as i ranges over all natural numbers, must
be all of Qd . Indeed, if this were not the case, then their span would be a proper sub-
space of Qd and hence the span would have a non-trivial orthogonal complement.
In particular, there would exist integers c1, . . . ,cd , not all zero, such that

c1g1(n)+ · · ·+ cdgd(n) = 0

for every n, contradicting the fact that g1(n), . . . ,gd(n) are linearly independent se-
quences.

Let A denote the semigroup generated by A0, . . . ,Ak−1. Then we have just
shown that there exist words X1, . . . ,Xd in A such that

[g1(0), . . . ,gd(0)]X1, . . . , [g1(0), . . . ,gd(0)]Xd

span Qd . Now, if A is finite, then {g1(n)}n>0, . . . ,{gd(n)}n>0 take only finitely
many distinct values. Since { f (n)}n>0 is a Z-linear combination of {g1(n)}n>0, . . . ,
{gd(n)}n>0, we see that it too takes only finitely many distinct values, which contra-
dicts our assumption that it is unbounded. Thus A must be infinite. By Lemma 1.34,
there exist Y ∈A and vectors x,y ∈ Cd such that |xT Yny|> n for all n sufficiently
large.

By construction, we may write xT =∑ j α j[g1(0), . . . ,gd(0)]X j for some complex
numbers α j. Then

xT Yn = ∑
j

α j[g1(0), . . . ,gd(0)]X jYn.

Let u j be the word in {0,1, . . . ,k−1}∗ corresponding to X j and let y be the word in
{0, . . . ,k− 1}∗ corresponding to Y; that is u j = is · · · i0 where X j = Ais · · ·Ai0 and
similarly for y. Then we have

[g1(0), . . . ,gd(0)]X jYn = [g1([u jyn]k), . . . ,gd([u jyn]k)]
T .
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Write yT = [β1, . . . ,βd ]. Then

xT Yny = ∑
i, j

αiβ jg j([uiyn]k).

By assumption, each of {g1(n)}n>0, . . . ,{gd(n)}n>0 is in the Z-module generated
by Kerk( f ), and hence there exist natural numbers p1, . . . , pt and q1, . . . ,qt with
0 6 qm < kpm for m = 1, . . . , t such that for each s = 1, . . . ,d we have gs(n) =
∑

t
i=1 γi,s f (kpin+qi) for some integers γi,s. Then

xT Yny = ∑
i, j,`

αiβ jγ`, j f ([uiynv`]k),

where v` is the unique word in {0,1, . . . ,k− 1}∗ of length p` such that [v`]k = q`.
Let K = ∑i, j,` |αi| · |β j| · |γ`, j|. Then since |xT Yny| > n for all n sufficiently large,
there is some N0 > 0 such that for n > N0 some element from{

{| f ([uiynv j]k)|}n>0 : i = 1, . . . ,d, j = 1, . . . , t}
}

is at least n/K.
We let M denote the maximum of the lengths of u1, . . . ,ud ,y,v1, . . . ,vt . Then

each of [uiynv j]k < k2Mn for n > 2. Hence we have constructed an infinite set of
natural numbers N = Nn := [uiynv j]k such that | f (N)| > logk(N)/2K and so taking
c = (2MK log k)−1, we see that | f (N)|> c logN for infinitely many N. ut

The above proof actually shows something a bit more specific. It shows for
an unbounded k-regular sequence, that there exist words u1, . . . ,um,y,v1, . . . ,vm ∈
{0,1, . . . ,k− 1}∗ and a constant c0 > 0 such that for all sufficiently large n there
exist an i and j such that | f ([uiynv j]k)| > c0n. Here for a word w = is · · · i0 ∈
{0,1, . . . ,k− 1}∗, we have written [w]k = isks + · · ·+ i0. This can be thought of
as a type of “pumping lemma” for attaining unbounded growth. This argument will
prove quite useful when we consider good upper bounds in the next section.

1.3.2 Upper bounds

The question of upper bounds was first addressed by Allouche and Shallit [4, Theo-
rem 2.10] in their original paper introducing regular sequences.

Theorem 1.35 (Allouche and Shallit). Let f be a k-regular sequence with values
in C. Then there is a constant c such that f (n) = O(nc).

Proof. We use the matrix version of regular sequences as given by Lemma 1.15. In
particular, let d be a positive integer, A f = {A0, . . . ,Ak−1} ⊆ Cd×d , and v,w ∈ Cd

be vectors such that
f (n) = wT Ai0 · · ·Ais v,
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where (n)k = is · · · i0 is the base-k expansion of n.
Let ‖ · ‖ be a (submultiplivative) matrix norm, i0 · · · is be the base k expansion of

n, and
c := max{‖v‖,‖w‖,‖A0‖, . . . ,‖Ak−1‖}.

Then

| f (n)|6 ‖v‖ · ‖w‖ ·
s

∏
j=0
‖Ai j‖6 cs+3.

Using the bound s 6 logk n with some rearrangement gives the result. ut

In recent work, Coons [22] determined the optimal constant c for which The-
orem 1.35 holds. Its description requires a few definitions, the first of which for-
malises what is meant by ‘optimal’ in this context.

Definition 1.36. Let k > 1 be an integer and f : Z>0→C be a (not eventually zero)
k-regular sequence. We define the growth exponent of f , denoted GrExp( f ), by

GrExp( f ) := limsup
n→∞

f (n)6=0

log | f (n)|
logn

.

Definition 1.37. The spectral radius of a square matrix is the maximal absolute
value of eigenvalues of the matrix. The joint spectral radius of a finite set of matrices
A = {A0,A1, . . . ,Ak−1}, denoted ρ(A ), is defined as the real number

ρ(A ) = limsup
n→∞

max
06i0,i1,...,in−16k−1

∥∥Ai0Ai1 · · ·Ain−1

∥∥1/n
,

where ‖ · ‖ is any (submultiplicative) matrix norm.

The joint spectral radius was introduced by Rota and Strang [50] and has a wide
range of applications. See Rota and Strang [50] also for details about the indepen-
dence of the matrix norm in the definition. For an extensive treatment, see Jungers’s
monograph [32].

Theorem 1.38 (Coons). Let k > 1 and d > 1 be integers and f : Z>0→C be a (not
eventually zero) k-regular sequence. If A f is any collection of k integer matrices
associated to a basis of the C-vector space 〈Kerk( f )〉C, then

logk ρ(A f ) = GrExp( f ),

where logk denotes the base-k logarithm.

Before moving on with the needed preliminary results for the proof of this theo-
rem, we describe what it means for a collection of k integer matrices to be associ-
ated to a basis of the C-vector space 〈Kerk( f )〉C. This is all taken in the context of
Lemma 1.15 that provides for a set of matrices A f coming from Lemma 1.14(e). In
particular, given a word w = is · · · i0 ∈ {0, . . . ,k−1}∗, we let [w]k denote the natural
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number n such that (n)k = w. Let {{ f (n)}n>0 = {g1(n)}n>0, . . . ,{gd(n)}n>0} be
a basis for the C-vector space 〈Kerk( f )〉C. Then for each i ∈ {0,1, . . . ,k− 1}, the
sequences {g1(kn+ i)}n>0, . . . ,{gd(kn+ i)}n>0 can be expressed as C-linear com-
binations of {g1(n)}n>0, . . . ,{gd(n)}n>0 and hence there is a set of d× d matrices
A f = {A0, . . . ,Ak−1} with entries in C such that

Ai[g1(n), . . . ,gd(n)]T = [g1(kn+ i), . . . ,gd(kn+ i)]T

for i = 0, . . . ,k− 1 and all n > 0. In particular, if is · · · i0 is the base-k expansion of
n, then Ai0 · · ·Ais [g1(0), . . . ,gd(0)]T = [g1(n), . . . ,gd(n)]T . (We note that this holds
even if we pad the base-k expansion of n with zeros at the beginning.)

Definition 1.39. We call a set of matrices A f , as constructed in the previous para-
graph, a set of matrices associated to a basis of 〈Kerk( f )〉C. In general, if B f is any
set of matrices for which there are vectors w and v such that f has linear represen-
tation (w,B f ,v), then we call the set B f a set of matrices associated to f .

The first step in the proof of Theorem 1.38 is to modify the proof of Theorem 1.35
to include the notion of the joint spectral radius. This is done by appealing to a result,
which we record here as Lemma 1.40; it can be found as Proposition 4 of Blondel
et al. [13], though it was first given in the original paper of Rota and Strang [50].

Lemma 1.40. Let k > 1 be an integer and A = {A0,A1, . . . ,Ak−1} be a finite set of
matrices. Given ε > 0 then there is a submultiplicative matrix norm ‖ · ‖ such that
‖Ai‖< ρ(A )+ ε for each i ∈ {0,1, . . . ,k−1}.

With this lemma in hand, it is quite easy to give a tight upper bound for the
optimal constant for Theorem 1.35.

Proposition 1.41. Let k > 2 be an integer and f : Z>0→C be a k-regular function.
For any ε > 0, there is a constant c = c(ε)> 0 such that for all n > 1,

| f (n)|
nlogk(ρ(A f )+ε)

6 c,

where A f is any set of matrices associated to f .

Proof. Let ε > 0 be given and let ‖ · ‖ be a matrix norm such that the conclusion of
Lemma 1.40 holds. Then

| f (n)|6 ‖v‖ · ‖w‖ ·
s

∏
j=0
‖Ai j‖6 ‖v‖ · ‖w‖ · (ρ(A )+ ε)s+1,

where the base-k expansion of n is is · · · i0. Using the bound s 6 logk n with some
rearrangement gives the result. ut

As it turns out, if B f is any set of matrices associated to f and A f is any set
of matrices associated to a basis of 〈Kerk( f )〉C, then ρ(A f ) 6 ρ(B f ), though the
proof of this statement is only apparent after validating Theorem 1.38.
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Lemma 1.42. Let k > 1 be an integer and A = {A0,A1, . . . ,Ak−1} be a finite set of
matrices. If ε > 0 is a real number, then there is a positive integer m and a matrix
Ai0 · · ·Aim−1 , such that

(ρ(A )− ε)m < ρ(Ai0 · · ·Aim−1)< (ρ(A )+ ε)m.

Proof. By using the properties of limits, this is a direct consequence of the definition
of the joint spectral radius. Details are left as an exercise. ut

Restricting to a set of matrices associated to a basis of 〈Kerk( f )〉C allows us to
provide the lower bound analogue of Proposition 1.41.

Proposition 1.43. Let k > 2 be an integer and f : Z>0→C be a k-regular function.
For any ε > 0, there is a constant c = c(ε)> 0 such that for infinitely many n > 1,

| f (n)|
nlogk(ρ(A f )−ε)

> c,

where A f is any set of matrices associated to a basis of 〈Kerk( f )〉C.

Proof. As in the proof of Theorem 1.33, we follow the argument of Bell, Coons,
and Hare (see p. 198 of [10]).

Let k > 2 be an integer, suppose that f : Z>0 → C is an unbounded k-regular
sequence, and A f = {A0, . . . ,Ak−1} be a set of matrices associated to a basis
{{ f (n)}n>0 = {g1(n)}n>0, . . . ,{gd(n)}n>0} of the C-vector space 〈Kerk( f )〉C.

Let ε > 0 be given. Then by Lemma 1.42 there is a positive integer m and a
matrix A = Ai0 · · ·Aim−1 such that ρ(A)> (ρ(A f )−ε)m. Let λ be an eigenvalue of
A with |λ |= ρ(A). Then there is an eigenvector y such that Ay = λy. Pick a vector
x such that xT y = c1 6= 0. Then∣∣xT Any

∣∣= |c1| · |λ |n = |c1| ·ρ(A)n > |c1| ·
(
ρ(A f )− ε

)nm
. (1.16)

We claim that the C-span of the vectors [g1(i), . . . ,gd(i)], as i ranges over all
natural numbers, must span all of Cd . If this were not the case, then their span would
be a proper subspace of Cd and hence the span would have a non-trivial orthogonal
complement. In particular, there would exist c1, . . . ,cd ∈ C, not all zero, such that

c1g1(n)+ · · ·+ cdgd(n) = 0

for every n, contradicting the fact that g1(n), . . . ,gd(n) are C-linearly independent
sequences.

Let 〈A f 〉 denote the semigroup generated by the elements of A f . We have just
shown that there exist words X1, . . . ,Xd in 〈A f 〉 such that

[g1(0), . . . ,gd(0)]X1, . . . , [g1(0), . . . ,gd(0)]Xd

span Cd .
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Now consider xT Any as described in the paragraph ending with (1.16). The fol-
lowing lines are as in the proof of Theorem 1.33. By construction, we may write
xT = ∑ j α j[g1(0), . . . ,gd(0)]X j for some complex numbers α j. Then

xT An = ∑
j

α j[g1(0), . . . ,gd(0)]X jAn.

Let u j be the word in {0,1, . . . ,k− 1}∗ corresponding to X j and let y = im−1 · · · i0
be the word in {0, . . . ,k−1}∗ corresponding to A; that is y = im−1 · · · i0 where A =
Ai0 · · ·Aim−1 and similarly for u j. Then we have

[g1(0), . . . ,gd(0)]X jAn = [g1([u jyn]k), . . . ,gd([u jyn]k)]
T .

Write yT = [β1, . . . ,βd ]. Then

xT Any = ∑
i, j

αiβ jg j([uiyn]k).

By assumption, each of {g1(n)}n>0, . . . ,{gd(n)}n>0 is in the C-vector space gen-
erated by Kerk( f ), and hence there exist natural numbers p1, . . . , pt and q1, . . . ,qt
with 0 6 q` < kp` for ` = 1, . . . , t such that each of for j = 1, . . . ,d, we have
g j(n) = ∑

t
`=1 γ`, j f (kp`n+q`) for some constants γ`, j ∈ C. Then

xT Any = ∑
i, j,`

αiβ jγ`, j f ([uiynv`]k),

where v` is the unique word in {0,1, . . . ,k− 1}∗ of length p` such that [v`]k = q`.
Let K = ∑i, j,` |αi| · |β j| · |γ`, j|. Then since |xT Any| > |c1| ·

(
ρ(A f )− ε

)nm for all n,
some element from {

| f ([uiynv`]k)| : i = 1, . . . ,d, `= 1, . . . , t}
}

is at least (|c1|/K) ·
(
ρ(A f )− ε

)nm for each n. Set c2 := |c1|/K.
If M = max{|ui|, |v`| : i = 1, . . . ,d, `= 1, . . . , t}, then

N = [ui(im−1 · · · i0)nv`]k < k2M+nm,

so that logk(N)− 2M < nm. Thus, by the finding of the previous paragraph, there
are infinitely many N such that

| f (N)|
Nlogk(ρ(A f )−ε)

=
| f (N)|

(ρ(A f )− ε)logk N >
c2

(ρ(A f )− ε)2M ,

which is the desired result. ut

Proof (of Theorem 1.38). For a given ε > 0, Proposition 1.41 implies that

lim
n→∞

| f (n)|
nlogk(ρ(A f )+2ε)

= 0,
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and Proposition 1.43 implies that

limsup
n→∞

| f (n)|
nlogk(ρ(A f )−2ε)

= ∞.

Taken together these give

logk(ρ(A f )−2ε)6 GrExp( f )6 logk(ρ(A f )+2ε).

Since ε can be taken arbitrarily small, this proves the theorem. ut

Example 1.44. For the Stern sequence s, one has

GrExp(s) = log2 ϕ,

where ϕ = (1+
√

5)/2 is the golden ratio. This follows from work of Reznick [49,
Theorem 5.13]. See also, Calkin and Wilf [19] and Coons and Tyler [24].

Before moving on, we note the works of Dumas [27, 28] concerning the asymp-
totic expansion of the summatory functions of regular sequences. Among many re-
sults and useful algorithms, his results have the flavour of the following theorem
[27, Theorem 1].

Theorem 1.45 (Dumas). Let f be a k-regular function with linear representation
(w,A f ,v). Then

s(n) := ∑
j6n

f (n)∼ ∑
α>α∗
`>0,ϑ

nα

(
logk n
`

)
exp(iϑ logk n)Ψα,`,ϑ (logk n)+O(nα∗),

where exponents α , angular variables ϑ are real numbers, the numbers ` are non-
negative integers, and the functions Ψ are 1-periodic functions. Specific details can
be found in Dumas’ work [27].

1.3.3 Maximum values and the finiteness property

Determining the maximum values of regular sequences remains a mysterious area,
though it is related to a very interesting and important open question regarding the
joint spectral radius. As examples and results surrounding this area are sparse, in
this section, we will present a motivating extended example—Stern’s sequence—as
a way to frame some questions.

Recall from Example 1.13 that Stern’s diatomic sequence is 2-regular and defined
by the relations s(0) = 0, s(1) = 1, and for n > 0, by

s(2n) = s(n), and s(2n+1) = s(n)+ s(n+1).

The first few values of the sequence are
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0,1,1,2,1,3,2,3,1,4,3,5,2,5,3,4,1,5,4,7,3,8,5,7,2,7,5,8,3,7,4,5,1, . . . .

The Stern sequence, like essentially all observed regular sequences, has a limiting
distribution between consecutive powers of 2 (powers of kr for k-regular sequences
for some appropriate r). In fact, if one looks at the plot of the points (n,s(n)) for
n between consecutive powers of 2, the picture seems to have asymptotically sta-
bilised; see Figures 1.2 and 1.3.
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Fig. 1.2 Stern’s diatomic sequence in the intervals
[
2n,2n+1

]
for n = 9,11,13,15.

In particular, note the stabilising two maximums in the each of the plots in Fig-
ures 1.2 and 1.3. It is easy to show that the Stern sequence is palindromic between
consecutive powers of 2, so we may focus on just the first maximum. (The maxi-
mum is in fact attained at at most two points, which we state here without proof.)
We will use the defining recursions to classify get a bound on this maximum value.

To this end, for m > 0 define

Mm := max{s(n) : n ∈
[
2m,2m+1)}.

Then, by observation, we have that M0 = 1, M1 = 2, and M2 = 3.
For m > 3 we note that s(2n+ 1) > s(n) = s(2n), so that the maximum value

always occurs at an odd index 2n+1 ∈
[
2m,2m+1

)
. Of course, like for all numbers,

for this value 2n+1, one of n or n+1 is even, so that the recursion for odd indices
gives

Mm 6 Mm−1 +Mm−2.

But, combining this inequality with the fact that M0 = 1 and M1 = 2, gives that

Mm 6 Fm+2,
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Fig. 1.3 Stern’s diatomic sequence in the interval [217,218].

where Fk is the k-th Fibonacci number. This inequality is actually an equality, which
we will now show.

Proposition 1.46. The maximal value of the Stern sequence in the interval
[
2m,2m+1

)
is the Fibonacci number Fm+2 and this value occurs at n =

(
2m+2− (−1)m+2

)
/3.

Proof. We have already shown above that Mm 6 Fm+2, so it remains only to show
that there is an integer n ∈

[
2m,2m+1

)
such that s(n) = Fm+1.

To this end, set αm :=
(
2m+2− (−1)m+2

)
/3. It is clear that αm ∈

[
2m,2m+1

)
and

that

αm+1 =

{
2αm +1 if m is even;
2αm−1 if m is odd,

therefore by the recurrence for s we have

s(αm+1) =

{
s(αm)+ s(αm +1) = s(αm)+ s(2αm−1) if m is even;
s(αm−1)+ s(αm) = s(2αm−1)+ s(αm) if m is odd

= s(αm−1)+ s(αm).

By induction, it follows that s(αm) = Fm+2, which is exactly what we set out to
show. ut

The binary forms

αm :=

{[
(10)m/21

]
2 if m is even;[

(10)(m−1)/211
]

2 if m is odd
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of the integers αm here are a point of interest. They are of the form wku for some
words u and w and some integer k. This implies something even more interesting for
the normalised graph of the Stern sequence between consecutive powers of two. To
be clear, we state the generalisations of these ideas as a series of formal questions.

Question 1.47. Let f be a k-regular sequence. Is there an integer M > 1, such that f
(suitably normalised to the box [0,1]2), has a limit when taken between powers of
kM . That is, the normalised picture of the points (n, f (n)), where n ∈ [kM j,kM( j+1)],
converges.

Question 1.48. Let f be an integer-valued k-regular sequence. If f is not an auto-
matic sequence, is there a positive integer M such that

max
kMm6n6kM(m+1)−1

| f (n)|< max
kM(m+1)6n6kM(m+2)−1

| f (n)| ?

Question 1.49. Suppose that Question 1.3.3 has a positive answer and that f is an
integer-valued k-regular sequence. Is it true that there are words u,w ∈ {0, . . . ,k−
1}∗ such that one of the maximum values α f ,m of | f (n)| in [kMm,kM(m+1)] satisfies
α f ,m = wnmu for some increasing sequence of integers nm and infinitely many m.

The careful reader will notice that Questions and 1.49 have the added assump-
tion that f is integer-valued. This assumption cannot be removed completely as the
questions have negative answers when one looks at general real-valued sequence.
In fact, this line of questioning is related to an open question regarding the joint
spectral radius (see Definition 1.37) of a finite set of matrices.

Definition 1.50. A finite set of matrices A is said to have the finiteness property
provided there is a specific finite product Ai0 · · ·Aim−1 of matrices from A such that
ρ(Ai0 · · ·Aim−1)

1/m = ρ(A ).

Arising from the work of Daubechies and Lagarias [25], Lagarias and Wang
[35] conjectured that the finiteness property holds for all finite sets of real matrices,
though this was shown to be false—hence the negative answer to the generalisation
of Question 1.49 for real-valued regular sequences. The existence of counterexam-
ples was first shown by Bousch and Mairesse [16] (see also [14, 34]), and a con-
structive counterexample was recently given by Hare, Morris, Sidorov and Theys
[30]. Their counterexample is reminiscent of the Stern sequence, and so we give it
here to add a little connective flavour to the questions.

Example 1.51 (Hare, Morris, Sidorov and Theys). Let τ denote the sequence of in-
tegers defined by τ0 = 1, τ1,τ2 = 2, and τn+1 = τnτn−1− τn−2 for all n > 2, and let
Fn be the nth Fibonacci number for n > 0. Define the real number α∗ ∈ (0,1] by

α∗ := ∏
n>1

(
1− τn−1

τnτn+1

)(−1)nFn+1

.

Then this infinite product converges unconditionally, and the set
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1 1
0 1

]
,α∗

[
1 0
1 1

]}
does not have the finiteness property.

Note that the number

α∗ = 0.7493265463303675579439619480913446720913273702360643173 . . . ,

and it is unknown if α∗ is irrational, though it is suspected.
It is an open and interesting question to determine if all finite sets of rational

matrices satisfy the finiteness property. The current best result towards this conjec-
ture is that of Jungers and Blondel [33], who showed that the finiteness property
holds for all finite sets of rational matrices provided it holds for all pairs of matrices
with entries in {−1,0,1}. Restricting to the case of nonnegative rational matrices,
Jungers and Blondel [33] could reduce {−1,0,1} to the set {0,1}.

As a fact related to Question 1.47, we want to show that there are only few
large values of s(n) in the interval

[
2m,2m+1

)
, compared to the maximal value

Mm = Fm+2. First, we note that the mean value of s(n) in such an interval equals
(3/2)m, which can be proved by induction. What we want to show is that there are in
fact exponentially few integers n in

[
2m,2m+1

)
such that s(n)> εMm, for any ε > 0.

By definition of the mean value and the nonnegativity of s(n), the number N of
such integers satisfies NεMm/2m 6 (3/2)m, therefore N 6 3m/(Mmε)� (3/ϕ)m/ε ,
where ϕ is the golden ratio. Since ϕ is strictly larger than 3/2, there are exponen-
tially few integers n such that s(n) is large. This leads us to the following proposition
for the graph of s(n) in dyadic intervals

[
2m,2m+1

)
, normalized to [0,1]2. We define

functions fm from [0,1] to [0,1] by

fm(x) =
1

Fm+2
s
(
2m +

⌊
2mx
⌋)
.

Proposition 1.52. The sequence { fm}m>0 of functions converges to zero almost ev-
erywhere.

Proof. By the above considerations there is an K < 1 such that

λ ({x ∈ [0,1] : fm(x)> ε})6 Km/ε,

where λ is the Lebesgue measure. It follows that

λ
(
{x ∈ [0,1] : ∃m > M such that fm(x)> ε}

)
= λ

( ⋃
m>M

{x ∈ [0,1] : fm(x)> ε}

)
6 ∑

m>M
λ
(
{x ∈ [0,1] : fm(x)> ε}

)
6

1
ε

∑
m>M

Km =
1
ε

KM

1−K
.
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Setting AM(ε) = {x ∈ [0,1] : fm(x)< ε for all m > M}, we obtain λ (AM)> 1−
KM/(ε(1−K)). It follows that

1 = λ

(⋃
M>1

AM

)
= λ (Bε),

where

Bε = {x ∈ [0,1] : ∃M > 1 such that fm(x)< ε for all m > M}.

Therefore

λ ({x ∈ [0,1] : fm(x)→ 0 as m→ ∞}) = λ

(⋂
ε>0

Bε

)
= λ

(⋂
n>1

B1/n

)
= 1. ut

In fact, we conjecture the following more precise statement.

Conjecture 1.53. The sequence { fm}m>0 of functions converges pointwise and the
limit is nonzero if and only if x∈ [0,1] is of the form x = a/(3 ·2s) for some integers
a > 1 and s > 0.

Another interesting question concerns values of s(n) near the mean value (3/2)m.
Lansing [36] studies the quantity

H(λ ,m) =
1

2m

∣∣∣{2m 6 n < 2m+1 : s(n)> λ (3/2)m}∣∣∣
and notes that the data “suggests that H(λ ,m) converges to a smooth function, but
it is not clear if it actually does.” This statement is based on the behaviour for some
small values of m. We used randomly chosen integers in the interval

[
2m,2m+1

)
for

some larger m in order to guess the asymptotic behaviour. Our experiments suggest
that H(λ ,m) converges to zero for all λ > 0.

We finish this section with a remark concerning the distribution of the values of
s(n). Heuristically, the method of obtaining s(n) by a matrix product is (formally)
similar to studying the product of independent identically distributed random vari-
ables. The question therefore suggests itself: is the distribution of the values s(n)
in dyadic intervals

[
2m,2m+1

)
close to a log-normal distribution? We leave this as

another open question.

1.4 Analytic and algebraic properties of Mahler functions

In this section, we consider the properties of regular functions and Mahler functions
viewed as functions of a complex variable. In particular, we will address questions of
convergence, analytic behaviour and rationality. In particular, the results will lead to
a proof of Bézivin’s theorem [12] that an irrational Mahler function is transcenden-
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tal. The arguments in this section follow closely those of Bell, Coons and Rowland
[11], who gave an alternative proof of Bézivin’s result.

1.4.1 Analytic properties of Mahler functions

Allouche and Shallit’s upper bound on regular sequences, Theorem 1.35, yields the
following as an immediate corollary.

Proposition 1.54. A regular function F(z) converges inside the unit circle.

This proposition can be used to give an alternative proof that there are Mahler
functions that are not regular.

Example 1.55 (Example 1.27 revisited). Recall from Example 1.27, the function
1/(1− 2z) is k-Mahler for each k. But z = 1/2 is a singularity of the function, so
it does not converge everywhere inside the unit circle. Hence it is not k-regular for
any k by Proposition 1.54.

Dumas’ structure theorem, Theorem 1.32, yields the following immediate corol-
lary, which we note here as a proposition.

Proposition 1.56. Let k > 2 be an integer and let F(z) ∈ C[[z]] be a k-Mahler func-
tion. Then F(z) has a positive radius of convergence.

Proof. Denote by B(0,r) the open ball of radius r > 0 centred at the origin. Let
k > 2 be an integer and F(z) ∈ C[[z]] be a k-Mahler function satisfying, say,

d

∑
j=0

a j(z)F(zk j
) = 0,

for a j(z) ∈ C[z], a0(z)ad(z) 6= 0. Proposition 1.54 states that a k-regular series is
analytic in the unit disk, so Theorem 1.32 gives that F(z) converges in B(0,r), where
r ∈ (0,1) is the minimal distance from 0 to a nonzero root of a0(z)(z−1). ut

It is quite easy to see that all polynomials are regular functions, and so they are
all Mahler functions as well. As it turns out, polynomials are precisely the set of
entire Mahler functions—and so also the set of entire regular functions.

Theorem 1.57. Let k > 2 be an integer and F(z) ∈C[[z]] be a k-Mahler function. If
F(z) is entire, then F(z) is a polynomial.

Proof. Let k > 2 be an integer and F(z) ∈ C[[z]] be an entire k-Mahler function
satisfying

d

∑
j=0

a j(z)F(zk j
) = 0,
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for a j(z) ∈ C[z] with a0(z)ad(z) 6= 0. Write

F(zkd
) =−

d−1

∑
j=0

a j(z)
ad(z)

F(zk j
). (1.17)

Pick L > 1 such that all of the zeros of ad(z) are in the open disk, B(0,L), of
radius L centred at the origin. Notice that since the ai(z) are polynomials, there is
an N > 1 and a constant C > 1 such that for |z|> L, we have

max
06i6d−1

{∣∣∣∣ ai(z)
ad(z)

∣∣∣∣}<C|z|N ; (1.18)

in particular, the value N = max06i6d−1{degai(z),2} is sufficient.
For `> 0 denote

M` := max
{
|F(z)| : |z|= Lk`

}
,

where L is as chosen above. Using (1.17), (1.18), and the Maximum Modulus The-
orem, we have for j > d that

M j 6 (d +1)C
(
Lk j−d)NM j−1 6C(d +1)LNk j

M j−1.

Thus recursively, we have for each n > d that

Mn 6 Md−1(C(d +1))nLNkn+1
.

But since L > 1, this implies that there is some constant b > 0 such that for n > d
we have

Mn 6 Lbkn
.

Now let m > b+2 be a natural number, fix an α ∈ C and consider

F(m−1)(α) =
1

2πi

∫
γn

F(z)
(z−α)m dz,

where γn is the circle of radius Lkn
with n large enough so that α is inside the circle

of radius Lkn
/2 centred at the origin. Then for all z on γn we have that

|z|
2

6 |z−α|.

Thus for n large enough, we have

|F(m−1)(α)|6 1
2π
·2πLkn · 2mMn

(Lkn
)m =

2mMn

(Lkn
)m−1 6 2mLkn(b−m+1).

Recall that m > b+2 so that the above gives that
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|F(m−1)(α)|6 2m

Lkn .

Since n can be taken arbitrarily large, we have that F(m−1)(α) = 0. But α ∈ C was
arbitrary, and so F(m−1)(z) is identically zero; hence F(z) is a polynomial. ut

1.4.2 Rational-transcendental dichotomy of Mahler functions

Using Theorem 1.57 one can prove a rational-transcendental dichotomy of Mahler
functions; see Bézivin [12].

Theorem 1.58 (Bézivin). Let k > 2 be an integer and F(z) ∈ C[[z]] be a k-Mahler
function. If F(z) is algebraic, then F(z) is a rational function.

In fact, since algebraic functions have only a finite number of singularities (see
Flajolet and Sedgewick [29, Section VII.7.1]), Theorem 1.58 is a consequence of
the upcoming Theorem 1.60. First we record a lemma, the proof of which is left as
an exercise, though it can be found in the paper of Bell, Coons and Rowland [11].

Lemma 1.59. Let k > 2 be an integer and let F(z) ∈ C[[z]] be a k-Mahler function.
The function F(z) is meromorphic if and only if it has finitely many singularities.

Theorem 1.60. Let k > 2 be an integer and F(z) ∈C[[z]] be a k-Mahler function. If
F(z) has only finitely many singularities, then F(z) is a rational function.

Proof. Let k > 2 be an integer and F(z) ∈ C[[z]] be a k-Mahler function satisfying

d

∑
j=0

a j(z)F(zk j
) = 0, (1.19)

for a j(z) ∈ C[z] with a0(z)ad(z) 6= 0. If F(z) has only finitely many singularities,
then since by Lemma 1.59 it is meromorphic, there is a non-zero polynomial q(z) ∈
C[z] such that q(z)F(z) is entire. For j ∈ {0, . . . ,d−1} set

q j(z) :=
1

q(zk j
)

d

∏
i=0

q(zki
) ∈ C[z].

Multiplying (1.19) by ∏
d
i=0 q(zki

) ∈ C[z] we then have that

d

∑
j=0

a j(z)q j(z)q(zk j
)F(zk j

) = 0,

where since q(z) is not identically zero we have that a0(z)q0(z)ad(z)qd(z) 6= 0.
Hence q(z)F(z) is an entire k-Mahler function and thus, by the preceding lemma, a
polynomial. This proves that F(z) is a rational function. ut
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One can actually do a lot better as Randé showed in his thesis [48].

Theorem 1.61 (Randé (1992)). Let k > 2 be an integer and F(z) ∈ C[[z]] be a k-
Mahler function. Then F(z) is a rational function or it has the unit circle as a natural
boundary.

Recall that a function is differentiably finite (or D-finite) provided is satisfies a lin-
ear homogeneous differential equation with polynomial coefficient. Since D-finite
functions can have only a finite number of singularities (see Flajolet and Sedgewick
[29, Section VII.9.1]), Randé’s result implies the following corollary.

Corollary 1.62. Let k > 2 be an integer and F(z) ∈ C[[z]] be a k-Mahler function.
If F(z) is D-finite, then F(z) is a rational function.

It is a open and very interesting question to determine where Mahler functions
fall in the diffeo-algebraic hierarchy. Of particular interest is whether an irrational
Mahler function can satisfy an algebraic differential equation. A function that does
not satisfy an algebraic differential equation is called hypertranscendental.

Question 1.63. Is it true that an irrational Mahler function is hypertranscendental?

For Mahler functions of degree one, this question has been mostly answered by
Bundschuh [18], though any sort of general result for other degrees remains open.

1.5 Rational-transcendental dichotomy of regular numbers

While the rational-transcendental dichotomy of regular (and Mahler) functions is
more or less straightforward as shown in the previous section, the dichotomy at the
level of their special values was much more elusive.

Adamczewski and Bugeaud [2] showed that a real automatic irrational number
is transcendental and Bell, Bugeaud and Coons [8] generalised their result to show
that if F(z) is a regular function, then the value F(1/b), for any integer b > 2, is
either rational or transcendental. In this section, we provide a simplified version of
the result of Bell, Bugeaud and Coons.

Theorem 1.64 (Bell, Bugeaud, and Coons). Let F(z)∈Z[[z]] be a k-regular power
series and b > 2 be a positive integer. Then either F(1/b) is rational or it is tran-
scendental.

We take as our starting point Equation (1.9). To this end, let F(z) be a k-regular
function and let F(z) := [F(z) = F1(z), . . . ,Fd(z)]T be the vector of functions that
form a basis for the Q(z)-vector space V in the proof of Theorem 1.23, and recall
that (1.9) gives

F(z) = A(z)F(zk), (1.20)

where A(z) = (ai, j(z)/B)16i, j6d ∈ Q[z]d×d is a nonsingular matrix of polynomials
ai, j(z) ∈ Z(z) of degree at most k−1 and B is a nonzero positive integer.
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We will require some additional notation. In particular, in this section we take
all complex matrix norms ‖ · ‖ to be the operator norm; i.e., ‖A‖ = sup‖v‖=1 ‖Av‖,
where the norm of a vector v is the ordinary Euclidean norm. Also, we let ν :
Q((x))→ Z∪{∞} be the valuation defined by ν(0) = ∞ and

ν

(
∑

n>−m
cnxn

)
:= inf{i : ci 6= 0}

when ∑n>−m cnxn ∈ Q((x)) is a nonzero Laurent power series (this valuation will
also be used in further sections).

Lemma 1.65. Let F(z) satisfy (1.20) and H := max16i, j6d{degai, j(z)}. Then there
are ε > 0, polynomials P1(z), . . . ,Pd(z),Q(z) ∈ Z[z] of degree at most (d− 1)(d +
2)H with Q(0) = 1, and a positive constant C =C(ε) such that for i ∈ {1, . . . ,d} we
have

|Fi(t)−Pi(t)/Q(t)|6Ctd(d+2)H

for t ∈ (0,ε).

Proof. For i∈ {1,2, . . . ,d}, the theory of simultaneous Padé approximation (see the
monograph Rational Approximations and Orthogonal Polynomials by Nikishin and
Sorokin [46, Chapter 4] for details) provides polynomials Pi(z) and Q(z) of degree
each bounded by (d−1)(d +2)H, and Q(0) = 1, such that

ν (Q(z)Fi(z)−Pi(z))> d(d +2)H.

For i ∈ {1, . . . ,d}, we thus have

ν

(
Fi(z)−

Pi(z)
Q(z)

)
> d(d +2)H.

Since Q(0) = 1 and by Proposition 1.54 each of F1(z), . . . ,Fd(z) converges in-
side the unit disc, Fi(z)−Pi(z)/Q(z) is analytic inside B(0,r) for i ∈ {1, . . . ,d} for
some r > 0 since Q(0) = 1. Hence there exist power series G1(z), . . . ,Gd(z) that are
analytic inside B(0,r) such that

Fi(z)−
Pi(z)
Q(z)

= zd(d+2)HGi(z)

for i ∈ {1, . . . ,d}. Let ε ∈ (0,r). Then there is a positive constant C such that

|G1(z)|, . . . , |Gd(z)|6C

for |z|6 ε . Thus for i ∈ {1, . . . ,d},∣∣∣∣Fi(t)−
Pi(t)
Q(t)

∣∣∣∣6Ctd(d+2)H
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whenever t ∈ (0,ε). ut

Having established the first rational approximations to our vector of regular func-
tions, we now establish a family of good rational approximations, which will be used
in the proof of Theorem 1.64.

Lemma 1.66. Let F(z) satisfy (1.20) and H := max16i, j6d{degai, j(z)} and let t ∈
(0,1). Then for each n > 0 there are polynomials P1,n(z), . . . ,Pd,n(z),Qn(z) ∈ Z[z]
satisfying:

(i) max16i6d{degPi,n(z),degQn(z)}6 ((d +2)(d−1)+1)Hkn;
(ii) Qn(z) = BnQ0(zkn

);
(iii) there exists an ε > 0 and positive constants C0 = C0(ε) and C1 = C1(ε), not

depending on t, such that for i ∈ {1, . . . ,d} and for all n sufficiently large we
have Qn(t) 6= 0 and

|Fi(t)−Pi,n(t)/Qn(t)|6C1Cn
0td(d+2)Hkn

,

whenever t ∈ (0,ε) and in particular the order of vanishing of Fi(t)−Pi,n(t)/Q(t)
at t = 0 is at least d(d +2)Hkn.

Proof. By Lemma 1.65, there are ε > 0, polynomials P1,0(z), . . . ,Pd,0(z),Q0(z) ∈
Z[z] of degree at most (d + 2)(d− 1)H with Q0(0) = 1, and a positive constant C
such that for i ∈ {1, . . . ,d} we have

|Fi(t)−Pi(t)/Q0(t)|6Ctd(d+2)H

whenever t ∈ (0,ε).
We define

R0(z) := [P1,0(z)/Q0(z), . . . ,Pd,0(z)/Q0(z)]T (1.21)

and for n > 1, we take
Rn(z) = A(z)Rn−1(zk). (1.22)

We note that there exist integer polynomials Pi,n(z) for i∈ {1, . . . ,d} and Qn(z) such
that

(a) Rn(z) = [P1,n(z)/Qn(z), . . . ,Pd,n(z)/Qn(z)]T ;
(b) Qn(z) = B ·Qn−1(zk) for n > 1.

From (b), we immediately get Qn(z) = BnQ0(zkn
). Since the entries of A(z) are all

polynomials of degree at most H, we see that if we define

dn := max
16i6d

{degPi,n(z),degQn(z)},

then (1.22) gives dn 6 kdn−1 +H. By induction we see, using the fact that d0 6
(d−1)(d +2)H, that
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dn 6 d(d +2)H · kn +H(kn−1 + · · ·+ k+1)

= knd0 +H · k
n−1

k−1
6 ((d−1)(d +2)+1)Hkn. (1.23)

By assumption,
F(x) = A(x)F(xk),

and hence for n > 1 we have

F(x)−Rn(x) = A(z)A(zk) · · ·A(zkn−1
)
(

F(zkn
)−R0(zkn

)
)
.

Then for n sufficiently large we have tkn
< ε . Hence if ei denotes the d×1 column

vector whose i-th coordinate is 1 and all other coordinates are zero, then

|Fi(t)−Pi,n(t)/Qn(t)|=
∥∥eT

i (F(t)−Rn(t))
∥∥

=
∥∥∥eT

i A(t)A(tk) · · ·A(tkn−1
)(F(tkn

)−R0(tkn
))
∥∥∥

6
∥∥∥(F(tkn

)−R0(tkn
)
)∥∥∥ · n−1

∏
`=0

∥∥∥A(tk`)
∥∥∥

6C
√

dtd(d+2)Hkn ·
n−1

∏
`=0

∥∥∥A(tk`)
∥∥∥ .

Since each of the entries in A(z) is a polynomial with rational coefficients, there is
a positive constant C0 (independent of t) such that

n−1

∏
`=0

∥∥∥A(tk`)
∥∥∥<Cn

0

for all n > 1 and any t ∈ (0,1). Hence we have

|Fi(t)−Pi,n(t)/Qn(t)|<C
√

dCn
0td(d+2)Hkn

for all i ∈ {1, . . . ,d} and all n sufficiently large. To see that this gives the statement
about the order of vanishing at t = 0, note that if Fi(t)−Pi,n(t)/Qn(t) has a zero of
order ` at t = 0 then we can write Fi(t)−Pi,n(t)/Qn(t) as t`G(t) where G(0) 6= 0. It
follows that there is a neighbourhood of zero such that |t`G(t)|> |G(0)||t|`/2 for t
in this neighbourhood. Letting t approach 0 from the right and using the fact that

|Fi(t)−Pi,n(t)/Qn(t)|<C
√

dCn
0td(d+2)Hkn

gives ` > d(d + 2)Hkn and so Fi(t)−Pi,n(t)/Qn(t) has a zero at t = 0 of order at
least d(d +2)Hkn. ut

With these preliminaries in hand, we are ready to proceed with the proof of Theo-
rem 1.64. We will use the following version of the p-adic Schmidt subspace theorem
due to Schlickewei [52].
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Theorem 1.67 (p-adic Schmidt subspace theorem). Let n > 2, ε > 0, and let
p1, . . . , ps be distinct prime numbers. Further, let L1,∞, . . . ,Ln,∞ be linearly indepen-
dent linear forms in X1, . . . ,Xn with algebraic coefficients in C, and for j = 1, . . . ,s,
let L1,p j , . . . ,Ln,p j be linearly independent forms in X1, . . . ,Xn with algebraic coeffi-
cients in Qp j . Consider the inequality

|L1,∞(x), . . . ,Ln,∞(x)| ·
s

∏
j=1
|L1,p j(x), . . . ,Ln,p j(x)|p j 6 ‖x‖

−ε , (1.24)

with x ∈ Zn. There are a finite number of proper linear subspaces T1, . . . ,Tt of Qn

such that all solutions of (1.24) lie in T1∪·· ·∪Tt .

Proof (of Theorem 1.64). Let F(z) satisfy (1.20). By Lemma 1.66, there exist poly-
nomials P1,n(x), . . . ,Pd,n(x),Qn(x) ∈ Z[x] such that

Qn(x) = BnQ0(xkn
), (1.25)

and constants C1,C2 > 0 such that for i ∈ {1, . . . ,d} and for sufficiently large n, we
have Qn(1/b) 6= 0 and ∣∣∣∣F(1/b)−

Pd,n(1/b)
Qn(1/b)

∣∣∣∣6 C1Cn
0

bd(d+2)Hkn .

Let D be the smallest positive integer such that

pn := bDkn
Pd,n(1/b) and qn := bDkn

Qn(1/b)

are both integers, and so we have

|qn ·F(1/b)− pn|6
C1Cn

0 |qn|
bd(d+2)Hkn . (1.26)

Recall, by Lemma 1.66, we have

degPd,n(x)6 degQn(x)6 d(d +1)H

so that also D < d(d +1)H. Also by (1.25), we have that degQ0(xkn
) = D. Write

Q0(xkn
) :=

D

∑
i=0

aixikn
,

and assume, without loss of generality, ai 6= 0 for each i (the general case follows
mutatis mutandis). Note that by (1.25) we have that

|qn|= Bn

∣∣∣∣∣ D

∑
i=0

aib(D−i)kn

∣∣∣∣∣6 Bn
D

∑
i=0
|ai|b(D−i)kn

6C2BnbDkn
,
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where C2 > ∑
D
i=0 |ai|> 0 is a positive constant. Thus for n large enough, since d > 2

we have

|qnF(1/b)− pn|6
C1C2(C1B)nbd(d+1)Hkn

bd(d+2)Hkn =
C1C2(C1B)n

bdHkn <
1

bHkn . (1.27)

We now setup to apply the p-adic Schmidt subspace theorem, suppose that ξ :=
F(1/b) is algebraic and for x = (x1, . . . ,xD+2) ∈ ZD+2 set

Li,∞(x) := xi (i ∈ {1, . . . ,D+1}),

and

LD+2,∞(x) := ξ

D+1

∑
i=1

xi + xD+2.

Also for each prime p dividing b set

Li,p(x) := xi (i ∈ {1, . . . ,D+2}).

For n ∈ N denote

sn := (Bna0bDkn
,Bna1b(D−1)kn

, . . . ,BnaD,−pn) ∈ ZD+2.

Then (1.27) gives for large enough n that

|LD+2,∞(sn)|<
1

bHkn .

Also, we have that

|L1,∞(sn) · · ·LD+1,∞(sn)|=
D

∏
i=0

Bn|ai|bikn
6C3BDnb

D(D+1)
2 kn

,

where C3 := ∏
D+1
i=1 |ai|+1 > 0 is a positive constant.

For primes p dividing b, we have

D+2

∏
i=1

∏
p|b
|Li,p(sn)|p 6

D

∏
i=0

∏
p|b
|Bnaibikn |p

6
D

∏
i=0

∏
p|b
|bikn |p =

D

∏
i=0

∏
p|b

p−νp(b)·ikn
= b−

D(D+1)
2 kn

,

where for ∏p|b |LD+2,p(sn)|p we used the trivial bound of 1.
To bound ‖sn‖, we note first that since |LD+2,∞(sn)|< b−Hkn

, we have

|pn|6 |ξ |Bn

∣∣∣∣∣ D

∑
i=0

aib(D−i)kn

∣∣∣∣∣+b−Hkn
.
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Thus

‖sn‖D+2 =
D

∑
i=0

∣∣∣Bnaib(D−i)kn
∣∣∣D+2

+ |pn|D+2

<
D

∑
i=0

∣∣∣Bnaib(D−i)kn
∣∣∣D+2

+

(
|ξ |Bn

∣∣∣∣∣ D

∑
i=0

aib(D−i)kn

∣∣∣∣∣+b−Hkn

)D+2

6

(
D

∑
i=0

∣∣∣Bnaib(D−i)kn
∣∣∣+ |ξ |Bn

∣∣∣∣∣ D

∑
i=0

aib(D−i)kn

∣∣∣∣∣+b−Hkn

)D+2

,

and so there is constant C4 > 0 such that ‖sn‖6C4BnbDkn
. Thus for a given ε > 0,

we have that
1

Cε
4 BεnbεDkn 6 ‖sn‖−ε .

Now set ε = 1
2D . Then putting these bounds together gives for n large enough

that

|L1,∞(sn), . . . ,LD+2,∞(sn)| ·∏
p|b
|L1,p(sn), . . . ,LD+2,p(sn)|p

<
C3BDn

bHkn =
C3BDn

bHkn ·
Cε

4 BεnbεDkn

Cε
4 BεnbεDkn 6

C3BDnCε
4 Bεn

b(H−εD)kn · ‖sn‖−ε 6 ‖sn‖−ε ,

for n large enough, since H > 1 as long as F(x) is not identically 1 (in which case
F(1/b) is rational and the theorem holds anyway).

Thus for n large enough, the (D+2)-tuples sn are solutions to the system,

|L1,∞(sn), . . . ,LD+2,∞(sn)| ·∏
p|b
|L1,p(sn), . . . ,LD+2,p(sn)|p 6 ‖sn‖−

1
2D ,

which by the p-adic Schmidt subspace theorem, lie in finitely many proper linear
subspaces of QD+2. Hence there exists a nonzero (D+ 2)-tuple (α0, . . . ,αD+1) ∈
QD+2, such that for n large enough

α0Bna0bDkn
+

D

∑
i=1

αiBnaib(D−i)kn −αD+1 pn = 0.

Dividing by qn and taking the limit as n→ ∞ we have

α0−αD+1ξ = 0,

so that ξ = F(1/b) ∈Q, which completes the proof of the theorem. ut

Remark 1.68. In very recent work, Adamczewski and Faverjon [3] have extended
the results of Adamczewski and Bugeaud [2] and Bell, Bugeaud and Coons [8] to
the best possible. They have shown that an Mahler function evaluated at an algebraic



1 Number theoretic aspects of regular sequences 43

number is either rational or transcendental. Moreover, their proof avoided the use of
Schmidt’s subspace theorem!

1.6 Diophantine properties of Mahler functions

In our final section, we look at the Diophantine properties of Mahler functions. We
first look at how well a Mahler function can be approximated by rational functions.
We then use that information to present the Universal transcendence test for Mahler
functions due to Bell and Coons [9]. Finally, we focus on the approximation of
Mahler functions with algebraic functions.

1.6.1 Rational approximation of Mahler functions

Suppose we have a rational solution to (1.3). Our first result of this section gives
bounds on the degrees of the numerator and the denominator of a rational Mahler
function. This result can be found in Bell and Coons [9, Proposition 2].

Proposition 1.69. Let F(z) = P(z)/Q(z) be a rational k-Mahler function satisfying
(1.3) with gcd(P(z),Q(z)) = 1 and set H := max{degai(z) : i = 0, . . . ,d}. Then

degQ(z)6 bH(k−1)/(kd+1−2kd +1)c,

and
degP(z)6 degQ(z)+ bH/kd−1(k−1)c.

Proof. Write F(z) = P(z)/Q(z) with gcd(P(z),Q(z)) = 1. Since F(z) is a power
series, Q(0) 6= 0. Then we have

d

∑
i=0

ai(z)P(zki
)/Q(zki

) = 0.

In particular, if we multiply both sides by

R(z) :=
d−1

∏
j=0

Q(zk j
),

we see that Q(zkd
) must divide ad(z)P(zkd

)R(z). Since gcd(P(z),Q(z)) = 1, we then
have that Q(zkd

) divides ad(z)R(z). Let D denote the degree of Q(z). Then consid-
ering degrees, we have

kdD 6 degad(z)+degR(z)6 H +D+ kD+ · · ·+ kd−1D.
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In other words, (kd− kd−1−·· ·−1)D 6 H. Since

kd− kd−1−·· ·−1 = kd− (kd−1)/(k−1)> kd(k−2)/(k−1),

if k > 2, we have
D 6 H(k−1)/kd(k−2).

If k = 2, then all we get is D 6 H. In any case, setting

A(H,k,d) := bH(k−1)/(kd+1−2kd +1)c,

we have D = degQ(z)6 A(H,k,d).
Similarly, we can bound the degree of P(z), but this is slightly more sub-

tle. Suppose that F(z) = P(z)/Q(z) has a pole at z = ∞ of order M > 0 with
Mkd−1 +H < Mkd . Since F(z) satisfies (1.3), we have

F(zkd
)ad(z) =−

d−1

∑
i=0

ai(z)F(zki
). (1.28)

Now, the right-hand side of (1.28) has a pole at z = ∞ of order at most kd−1M +H
and the left-hand side of (1.28) has a pole at z = ∞ of order at least kdM. Since
the equality (1.28) must hold, we conclude that Mkd−1 +H > Mkd and so M 6
H/(kd− kd−1). In other words,

degP(z)6 degQ(z)+H/kd−1(k−1),

which finishes the proof. ut

1.6.2 A transcendence test for Mahler functions

While we can bound the degrees of the numerator and the denominator of a rational
Mahler function, unfortunately, deciding whether a general power series is a rational
function is still not effectively determinable. After all, one can imagine that the
function is very close to some rational function and one must go very far out when
looking at its coefficients to see that it is irrational. Fortunately, as Bell and Coons
showed [9, Lemma 1], deciding whether a Mahler function is a rational function is
effective.

Lemma 1.70. Let F(z) be a Mahler function satisfying (1.3) and as before set H :=
max{degai(z) : i = 0, . . . ,d}. If P(z)/Q(z) is a rational function with Q(0) 6= 0 and
the degrees of P(z) and Q(z) are strictly less than some positive integer κ , then
F(z)−P(z)/Q(z) is either identically zero or it has a nonzero coefficient of zi for
some i 6 H +κ · kd+1/(k−1).

Proof. Suppose not. Then F(z)−P(z)/Q(z) = zMT (z) for some nonzero power se-
ries T (z) with T (0) nonzero and some M > H +κ · kd+1/(k−1). Then we have
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d

∑
i=0

ai(z)P(zki
)/Q(zki

) =
d

∑
i=0

ai(z)zMki
T (zki

). (1.29)

Notice the right-hand side of (1.29) has a zero of at least order M at z = 0. On
the other hand, we can write the left-hand side of (1.29) as a rational function with
denominator Q(z)Q(zk) · · ·Q(zkd

) and numerator

d

∑
i=0

ai(z)P(zki
)Ri(z),

where Ri(z) := ∏ j 6=i Q(zk j
). Thus the numerator of the left-hand side of (1.29) when

written in lowest terms has degree at most H + κ(kd + · · ·+ k + 1). But this can
occur only if the left-hand side of (1.29) is identically zero since M > H+κ(kd+1−
1)/(k−1), a contradiction. ut

Universal test for transcendence of Mahler functions.

Let k > 2 and d > 1 be integers and F(z) be a k-Mahler function satisfying

a0(z)F(z)+a1(z)F(zk)+ · · ·+ad(z)F(zkd
) = 0,

for polynomials a0(z), . . . ,ad(z) ∈ C[z]. Set H := max{degai(z) : i = 0, . . . ,d} and

κ := bH(k−1)/(kd+1−2kd +1)c+ bH/kd−1(k−1)c+1.

Step 1. Compute the coefficient, f (i), of zi of F(z) for

i = 0,1, . . . ,κ +H +κ(kd+1−1)/(k−1).

Step 2. Form the
(1+κ)× (1+H +κ(kd+1−1)/(k−1))

matrix M whose (i, j)-entry is f (i+ j−2).

Step 3. Put this matrix in echelon form and verify whether it has full rank (i.e., rank equal to
1+κ).

Step 4. If it does, then F(z) is transcendental; otherwise it is rational.

Fig. 1.4 Universal test for transcendence of Mahler functions of Bell and Coons.

Proof (of Universal test for transcendence of Mahler functions in Figure 1.4). Let
M be the matrix formed in Step 2 of the universal transcendence test described in
Figure 1.4.

Suppose that M does not have full rank. Then there is a nonzero row vector
q := [q0,q1, . . . ,qκ ] such that q ·M = 0. In other words,

(qκ +qκ−1z+ · · ·+q0zκ)F(z)
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has the property that 0 is the coefficient of zi for i= κ, . . . ,κ+H+κ(kd+1−1)/(k−
1); that is, there is a polynomial P(z) of degree less than κ such that

(qκ +qκ−1z+ · · ·+q0zκ)F(z)−P(z)

has a zero of order at least κ +H +κ(kd+1− 1)/(k− 1) at z = 0. Then P(z) must
have an order of zero at z = 0 that is at least as great as the order of zero of Q(z) :=
qκ + qκ−1z+ · · ·+ q0zκ at z = 0. This means that P(z)/Q(z) can be reduced to be
written as a ratio of polynomials of degree less than κ with the denominator being
nonzero at z = 0 and such that F(z)−P(z)/Q(z) has a zero at z = 0 of order at
least H + κ(kd+1 − 1)/(k− 1). Lemma 1.70 gives then that F(z)− P(z)/Q(z) is
identically zero and hence F(z) is rational.

Conversely, if F(z) is rational, then we write F(z) = P(z)/Q(z) with the degree
of P(z) and Q(z) less than κ and use Q(z) to provide a nonzero row vector q as
above with q ·M = 0. ut

1.6.3 Algebraic approximation of Mahler functions

The main result presented in this subsection is the recent result of Coons [23] con-
cerning a zero order estimate for the difference of a Mahler function with an alge-
braic function.

As before, let ν : C((z))→ Z∪{∞} be the valuation defined by ν(0) := ∞ and

ν
(
∑cnzn) := min{i : ci 6= 0}

when ∑n cnzn is nonzero. Also, for G(z) an algebraic function with minimal polyno-
mial P(z,y) ∈ C[z,y], we call the value degy P(z,y) the degree of G(z) and we call
the value exp

(
degz P(z,y)

)
the height of G(z).

Theorem 1.71 (Coons). If F(z) is an irrational k-Mahler function of degree dF and
height AF , and G(z) is an algebraic function of degree at most n and height at most
HG, then

ν
(
F(z)−G(z)

)
6 (dF +1) ·AF ·ndF+1 +

kdF+1−1
k−1

· logHG ·ndF .

The order of Coons’s bound is very similar to that of previous results on
zero estimates of Mahler functions, though those focussed on upper bounds for
ν(Q(z,F(z))) for polynomials Q(z,y) ∈ C[z,y] and used quite deep methods, re-
lying on the elimination-theoretic method of Nesterenko [44, 45]; see Becker [6],
Nishioka [47], and Töpfer [53]. The approach taken by Coons is quite elementary
and easily lends itself to exposition.

The case of rational functions was given by Bell’s and Coons’s result of the
previous section (see Proposition 1.69). It is translated to the language of Theorem
1.71 as the following.
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Lemma 1.72 (Bell and Coons). Let F(z) be an irrational k-Mahler function of de-
gree dF and height AF , and let P(z)/Q(z) be any rational function with Q(0) 6= 0.
Then

ν

(
F(z)− P(z)

Q(z)

)
6 AF +

kdF+1−1
k−1

·max{degP(z),degQ(z)}.

Theorem 1.71 is the generalisation of this result to approximation by algebraic
functions of arbitrary degree. To prove this generalisation, we use a resultant argu-
ment.

Lemma 1.73. Let f (z) and g(z) be two algebraic functions of degrees at least 2
satisfying polynomials of degrees ∆ f and ∆g with coefficients of degree at most δ f
and δg, respectively. Then the algebraic function f (z)+g(z) satisfies a polynomial
of degree

∆ f+g 6 ∆ f ∆g

with coefficients of degree
δ f+g 6 δ f ∆g +δg∆ f .

Proof. This result follows by using the Sylvester matrix to calculate a certain resul-
tant. For R a ring and P,Q ∈ R[y] with

P(y) =
degy P

∑
i=0

piyi and Q(y) =
degy Q

∑
i=0

qiyi,

the resultant of P and Q with respect to the variable y is denoted by resy(P,Q) and
may be calculated as the determinant of the (degy Q+ degy P)× (degy Q+ degy P)
Sylvester matrix; that is

resy(P,Q) := det



p0 p1 p2 · · · pdegy P

p0 p1 p2 · · · pdegy P

. . . . . . . . . . . .
p0 p1 p2 · · · pdegy P

q0 q1 q2 · · · qdegy Q

q0 q1 q2 · · · qdegy Q

. . . . . . . . . . . .
q0 q1 q2 · · · qdegy Q


,

where there are degy Q rows of the coefficients of P and degy P rows of the coef-
ficients of Q. Now suppose R = C[z,x], so that the entries of the above Sylvester
matrix are polynomials in the variables z and x, and set D(x,z) := resy(P,Q). Since
polynomial degrees are additive, using the Leibniz formula for the determinant, we
have immediately that

degz D(x,z)6 degy Qdegz P+degy Pdegz Q (1.30)
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and
degx D(x,z)6 degy Qdegx P+degy Pdegx Q. (1.31)

The lemma now follows immediately by combining (1.30) and (1.31) with the
fact that given algebraic functions f (z),g(z) ∈ C[[z]] and polynomials Pf (z,y),
Pg(z,y) ∈ C[z,y] with Pf (z, f ) = Pg(z,g) = 0, the algebraic function f (z)+g(z) is a
root of the polynomial resy(Pf (z,y),Pg(z,x− y)) viewed as a polynomial in x. ut

Using Lemma 1.72 as the result for algebraic functions of degree 1, we now focus
on algebraic functions of degree at least 2.

Lemma 1.74. Let a0(z), . . . ,ad(z) be polynomials of degree at most A. If G(z) ∈
C[[z]] is an algebraic function of degree ∆G > 2 satisfying a minimal polynomial
with coefficients of degree at most δg, then the function

MG(z) :=
d

∑
i=0

ai(z)G(zki
)

is an algebraic function satisfying a polynomial of degree ∆MG 6 ∆
d+1
G whose coef-

ficients have degree

δMG 6 (d +1)A ·∆ d+1
G +

kd+1−1
k−1

·δG ·∆ d
G.

Proof. Since G(z) is an algebraic function, so is ∑
d
i=0 ai(z)G(zki

). One can easily
gain information about the sum using the theory of resultants.

To get an upper bound on ν(MG(z)), we apply the idea of the previous paragraph
by including the terms Gi(z) := ai(z)G(zki

) one at a time. To do this, let

PG(z,y) := g∆Gy∆G + · · ·+g1y+g0

be the minimal polynomial of G(z). Here we have denoted the degree of G(z) by
∆G. Set δG := degz PG(z,y). Then

PGi(z,y) = ai(z)∆GPG(zki
,y/ai(z))

is a polynomial with PGi(z,Gi(z)) = 0, where, of course, we only form this polyno-
mial when ai(z) 6= 0. Here, we have that PGi(z,y) is still minimal with respect to the
degree of y, but there is no guarantee that it is minimal with respect to the degree of
z for this degree of y. However, we do have that the minimal polynomial of Gi(z)
divides PGi(z,y) and the quotient is just a polynomial in z. In any case, the above
gives that

∆Gi := degy PGi(z,y) = degy PG(z,y) = ∆G (1.32)

and
δGi := degz PGi(z,y)6 A∆G + ki

δG. (1.33)

The lemma now follows by combining (1.32) and (1.33) with Lemma 1.73. ut
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Lemma 1.75. Let G(z) ∈ C[[z]] be an algebraic function of degree at least 2 satis-
fying the polynomial PG(z,y) = an(z)yn + an−1(z)yn−1 + · · ·+ a1(z)y+ a0(z), with
a0(z) 6= 0. Then ν(G(z))6 ν(a0(z)). In particular, ν(G(z))6 degz PG(z,y).

Proof. Since PG(z,y) is a minimal polynomial, we have a0(z) 6= 0. We thus have,
identically,(

an(z)G(z)n−1 +an−1(z)G(z)n−2 + · · ·+a1(z)
)

G(z) =−a0(z).

The fact G(z),an(z), . . . ,a0(z) ∈ C[[z]] then gives

ν
(
an(z)G(z)n−1 +an−1(z)G(z)n−2 + · · ·+a1(z)

)
+ν(G(z)) = ν(a0(z)),

which proves the lemma, since each of the terms is a nonnegative integer. ut

Proof (of Theorem 1.71). Let F(z) be a k-Mahler function satisfying (1.3) of degree
dF and height AF and let G(z) be an algebraic function of degree at most n and
height at most HG. Since by Lemma 1.72, the theorem holds for n = 1, we may
assume without loss of generality that n > 2.

Set M := ν(F(z)−G(z)), and write

F(z)−G(z) = zMT (z),

where T (z) ∈ C[[z]] with T (0) 6= 0. Then also

d

∑
i=0

ai(z)F(zki
)−

d

∑
i=0

ai(z)G(zki
) =

d

∑
i=0

ai(z)zkiMT (zki
),

which since F(z) satisfies (1.3) reduces to

MG(z) :=
d

∑
i=0

ai(z)G(zki
) =−

d

∑
i=0

ai(z)zkiMT (zki
).

This immediately implies that

ν(F(z)−G(z)) = M 6 ν (MG(z))6 δMG ,

where the last inequality follows from Lemma 1.75. By definition, δG = logHG,
hence applying Lemma 1.74 proves the theorem. ut

The most important term in the inequality of Theorem 1.71 is the rightmost term.
One the most important questions in the algebraic approximation of Mahler func-
tions concerns the degree of n in this term. The current best known upper bound is
dF , but a lower value may be true. In particular, one may expect a ‘Roth-type’ upper
bound.

Question 1.76. If F(z) is an irrational Mahler function and G(z) is an algebraic func-
tion of degree at most n and height at most HG where logHG > n > 1, then is there
a constant c > 0 such that ν(F(z)−G(z))6 c · logHG ·n ?
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